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A multi-fidelity method for uncertainty quantification in 
engineering problems 

 
 

Lorenzo Tamellini 
 

Institute of Applied Mathematics and Information Technologies “Enrico Magenes” 
CNR-IMATI, Pavia, Italy 

 
 
Computer simulations, which are nowadays a fundamental tool in every field of science and 
engineering, need to be fed with parameters such as physical coefficients, initial states, 
geometries, etc. This information is however often plagued by uncertainty: values might be 
e.g. known only up to measurement errors, or be intrinsically random quantities (such as 
winds or rainfalls). Uncertainty Quantification (UQ) is a research field devoted to dealing 
efficiently with uncertainty in computations. UQ techniques typically require running 
simulations for several (carefully chosen) values of the uncertain input parameters 
(modeled as random variables/fields), and computing statistics of the outputs of the 
simulations (mean, variance, higher order moments, pdf, failure probabilities), 
to provide decision-makers with quantitative information about the reliability of the 
predictions. Since each simulation run typically requires solving one or more Partial 
Differential Equations (PDE), which can be a very expensive operation, it is easy to see how 
these techniques can quickly become very computationally demanding. 
 
In recent years, multi-fidelity approaches have been devised to lessen the computational 
burden: these techniques explore the bulk of the variability of the outputs of the simulation 
by means of low-fidelity/low-cost solvers of the underlying PDEs, and then correct the results 
by running a limited number of high-fidelity/high-cost solvers. They also provide the user a 
so-called "surrogate-model" of the system response, that can be used to approximate the 
outputs of the system without actually running any further simulation. 
 
In this talk we illustrate a multi-fidelity method (the so-called multi-index stochastic 
collocation method) and its application to a couple of engineering problems. If time allows, 
we will also briefly touch the issue of coming up with good probability distributions for the 
uncertain parameters, e.g. by Bayesian inversion techniques. 
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On the theoretical understanding of Bayesian methods 
in complex models 

 
 

Botond Tibor Szabó 
 

Bocconi University, Department of Decision Sciences 
Milano, Italy 

 
 
Bayesian methods are becoming increasingly popular in various fields of sciences. They 
offer a principled way to incorporate expert knowledge into the statistical model and provide 
built in uncertainty quantification (i.e quantifying the remaining uncertainty in the statistical 
procedure). To deal with the ever increasing amount of available information and 
increasingly more complex models new approximation methods (e.g. parallel computing, 
variational approximations) are being developed to speed up the computations and reduce 
the memory requirement. I will demonstrate the wide applicability of Bayesian methods over 
several concrete examples ranging from epidemiology through astronomy.  
 
However, Bayesian methods are subjective by nature (by the choice of the prior) and 
inaccurate use can result in misleading interpretation and contradictory conclusions. 
To better understand their behaviour and achieve acceptance by a wider scientific 
community their frequentist properties have to be understood. The main focus of research 
is on understanding whether Bayesian methods can recover the underlying parameters of 
interest (with an optimal rate) as the sample size increases (called Bayesian consistency), 
and whether Bayesian uncertainty quantification provides reliable confidence statement (i.e. 
frequentist coverage). I will briefly discuss the state of the art literature in this field and 
introduce some standard techniques achieving such guarantees. 
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Simulated Annealing for Covariate-Adaptive
Designs

Marco Novelli, Alessandro Baldi Antognini and Maroussa Zagoraiou

Key words: Balancing Covariates, Loss of information, Treatment Comparison

Abstract

In comparative experiments, balancing the covariates across experimental groups is
a fundamental requirement to perform reliable inference about the treatment effects
[Rosenberger and Sverdlov(2008)]. In this regard, several procedures have been
suggested in the literature. However, most of the proposed methods are applicable
only with categorical factors, while quantitative variables are generally either ig-
nored or discretized, thus affecting the inferential accuracy. The few exceptions (see
for example [Atkinson(1982)]) show performances that are strongly related to both
the correctness of the model specification and its complexity [Baldi Antognini et
al.(2023)]. In the last decade, thanks to the recent advances in the biomarkers-based
personalized medicine, it has become increasingly common to include several co-
variates and their interactions in the analysis [Karczewski and Snyder(2018)]. Nev-
ertheless, an efficient Covariate-Adaptive (CA) procedure able to deal with mixed
covariates profile with potentially complex interaction structure is still missing.

In this work we discuss a new class of CA designs based on the Simulated An-
nealing (SA) algorithm recently proposed in [Baldi Antognini et al.(2023)]. Orig-
inally suggested by [Metropolis et al.(1953)] in the field of statistical mechanics,
SA is a stochastic local search algorithm which has been employed to approximate

Marco Novelli
Department of Statistical Sciences, University of Bologna, e-mail: m.novelli@unibo.it

Alessandro Baldi Antognini
Department of Statistical Sciences, University of Bologna, e-mail: a.baldi@unibo.it

Maroussa Zagoraiou
Department of Statistical Sciences, University of Bologna, e-mail: maroussa.zagoraiou@unibo.it
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2 Marco Novelli, Alessandro Baldi Antognini and Maroussa Zagoraiou

global optimization solutions for large search spaces. It comes from the physical
process of the annealing of metals by gradual cooling: at high temperatures, the par-
ticles are rather free to move, leaving the structure subject to substantial changes,
while as the temperature gradually decreases, the probability that a particle will
move decreases accordingly, until the system reaches a steady state.

Here, the SA algorithm is exploited to control covariate imbalance and a new CA
procedure, the Simulated Annealing Design (SADe), is presented. Such a design is
very flexible since:

• it can deal with continuous and/or categorical variables,
• it allows the adoption of any specific measure of covariate imbalance,
• it can be applied to both fixed (i.e., non-sequential) experiments, where all the

covariate information is available before the trial begins, and sequential ones
in which statistical units enter the trial sequentially (where at each step, only a
partial information about the covariates is available).

Due to the nature of the SA algorithm, SADe is intrinsically randomized and com-
pletely unpredictable, thus avoiding any possible selection bias. Moreover, it turns
out to be particularly effective also in the case of small sample sizes and a large
number of covariates. The finite sample properties of the SADe are further explored
through an extensive simulation study, exhibiting a remarkable improvement in the
ability to balance the experimental groups as well as in the inferential accuracy with
respect to all the other procedures proposed in the literature.
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Advanced methods for assessment of chemical 

compositions of multicomponent substances or 

materials and their categorical property values 

Ilya Kuselman1, Francesca R. Pennecchi2, Tamar Gadrich3 and D. Brynn Hibbert4  

 

 

Key words: Chemical composition, Conformity assessment, False decisions, 

Categorical property values, Comparison  

1. Conformity Assessment of a Chemical Composition 

A Bayesian methodology for the evaluation of risks of false decisions on conformity 

of a multicomponent substance, material or object, due to measurement uncertainty 

was developed and published as the IUPAC/CITAC Guide [Kuselman et 

al.(2021a)]. In continuation of this development, another IUPAC/CITAC Guide, 

taking into account a mass balance constraint of the object composition [Kuselman 

et. al.(2019)], is now under preparation for publication. 

    The mass balance constraint means, according to the law of conservation of mass, 

that the sum of the actual (‘true’) values of the component contents under 

conformity assessment is equal to 100 % (or 1 when expressed as fractions). At the 

same time, the sum of measured contents can differ from 100 % (or 1) because of 

measurement uncertainty. As a consequence, the actual component contents are 

intrinsically correlated. This correlation influences the evaluation of risks of false 

decisions in addition to effects of possible contributions of metrological, native or 

technological correlations of the data. The Guide will be helpful for a range of 

applications in analytical chemistry and metrology.    

    Different scenarios of risks of false decisions due to measurement uncertainty at 

the mass balance constraint are considered in the following examples of conformity 

assessment of chemical compositions of:  

- a platinum-rhodium alloy produced by a manufacturer in a two-year period 

[Pennecchi et. al. (2020)];  

- a batch of potassium iodate as a candidate reference material of given purity 

[Pennecchi et. al.(2021a)]; 

- sausage "Braunschweigskaya" from two manufacturers produced over three years 

[Pennecchi et. al.(2021b)];  

- synthetic air prepared by NMIs as ‘zero or balance gas’ in calibration mixtures for 

Key Comparisons, and also by an industrial manufacturer for medicinal purposes 

[Pennecchi et. al.(2022)].  

2. Assessment of Categorical Property Values  
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Application of a newly-developed decomposition of total variation in two-way 

categorical analysis of variation of nominal values (CATANOVA) [Gadrich et 

al.(2020)], and two-way analysis of variation of ordinal values (ORDANOVA) 

[Gadrich & Marmor(2021)] for interlaboratory or similar comparisons of 

examination/test results, has been targeted in the next IUPAC project [Kuselman et 

al.(2021b)]. Two-way CATANOVA has been applied for interlaboratory 

examination of weld imperfections [Gadrich et al.(2020)]. A case study of expert 

responses of 45 ecological laboratories to intensity of odor and taste of drinking 

water was an example of the application of ORDANOVA [Gadrich et al.(2022a)]. 

Another example was a study of sensory responses of experts to the quality 

properties of samples of market-purchased sausage “Moscowskaya” manufactured 

by 16 producers. Dependence of the probabilities of classification of five quality 

properties to one of the categories as a function of the chemical composition of the 

sausage was assessed using multinomial ordered logistic regression [Gadrich et 

al.(2022b)].  
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Black-Box Uncertainty Estimation of
Machine Learning Models

Georgi Tancev
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1 Introduction

Estimating the uncertainty of measurements is a routine task in measure-
ment science. The expanded uncertainty U of a model Y = mθ(X) + ϵ (with
variables X and Y) typically contains three terms categorized into aleatoric
and epistemic uncertainty: the uncertainty of the input/output realizations
x and y, as well as the model parameters θ [5].

U = 2 × [(
∂mθ

∂x
ux)

2 + σ2
ϵ︸ ︷︷ ︸

aleatoric

+(
∂mθ

∂θ
uθ︸ ︷︷ ︸

epistemic

)2]
1
2 (1)

The increasing use of machine learning models such as neural networks [6],
random forests [2], or Gaussian processes [3] may require dedicated meth-
ods for uncertainty propagation. For parametric models, Eq. 1 can be com-
puted analytically. If derivatives are not available (e.g., in nearest neigh-
bors), Monte Carlo simulations [1] can be performed instead. While such
random trials allow to estimate the effect uncertain inputs or outputs, they
do not necessarily take into account the uncertainty (i.e., variability) of the
model. This work proposes bootstrapping [4] combined with Monte Carlo
simulations as a black-box (i.e., plug-in) method to obtain an empirical esti-
mate of the uncertainty distribution of the model output (Fig. 1).
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Fig. 1: Visualization of the approach.
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Abstract

Autonomous driving technology presents new challenges in the field of semicon-
ductor manufacturing for the automotive industry. Longer-than-before usage times
and longer life cycles lead to increased requirements in guaranteeing quality targets
for the whole lifetime of the chips.

To simulate these lifetime behaviors, accelerated stress tests are used which sim-
ulate the lifetime of the device under harsher-than-usual conditions. A sample of
devices is stressed, electrical parameters are measured, then the device is stressed
again and so on until the desired lifetime is simulated. The measured electrical pa-
rameters are retrieved as longitudinal data. As defined in their data sheets, electri-
cal parameters have to stay within their specified limits over lifetime. The drift of
these parameters is an indication of degradation of semiconductor devices. Statisti-
cal models are needed to assess the lifetime drift and guarantee the quality targets,
e.g., 1 or 10 ppm (one part per million) allowed maximum exceedance of the limits.

Based on previous works, [1] and [2], we present a method to adapt a model
for continuous parameters to the case of discretized continuous parameters. This
typically takes place in the case of limited tester resolution or analog-to-digital con-
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version of signals. It introduces additional errors in the data. The idea is based on a
correction comparable to the correction of the gauge repeatability and reproducibil-
ity (GR&R) error. Furthermore, data are corrected for tester offsets.

The case of a combination of measurement uncertainty and discretization error
is simulated and discussed.

Furthermore, we give an example of how to use the model to efficiently calculate
tighter-than-usual guard bands used at production testing to guarantee the quality
of shipped parts to customers. The issue is formulated as an optimization problem
and solved under assumptions of linear changes in the data at time points between
readouts.
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1 Abstract

There has been a significant demand for stacked-die technologies during the past
few years. Delamination is one of the typical failure modes of stacked dies. In Lin
et al (2003), authors define delamination as a separation of layers within a molded
part. Mold compound, imide, die attach, plasma cleaning, or design factors can at-
tribute to delamination.

Delamination is usually modelled by the beta distribution because it can be up to
one hundred percent, and the beta distribution is a bounded continuous probability
distribution defined on the interval from zero to one. In order to describe delamina-
tion at several levels at the same time, a mathematical model is needed. In this case,
a multivariate beta distribution model comes into use.

One of the most intuitive ways to construct a multivariate beta distribution model
is through the relationship between beta and gamma functions. In Olkin et al (2003),
authors were the first to use this relationship in order to construct a bivariate beta
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distribution. This construction is extendable up to n dimensions by adding inde-
pendent gamma random variables with common shape parameter (Arnold and Tony
(2011)). Scalability and flexibility are the advantages of this construction, while
large number of parameters and the absence of density equations for some parame-
ter combinations are the disadvantages.

Another way to construct a multivariate beta distribution is by using the Gaus-
sian copula. Straightforward parameter estimation and the possibility to specify the
desired correlation matrix are the advantages of this construction, while only lin-
ear dependencies and additional degrees of freedom in choosing the copula are the
disadvantages.

The last construction we investigate was proposed in Ferrari and Cribari-Neto
(2004), where authors used the beta regression to build a multivariate beta distribu-
tion model. High flexibility and non-linear dependencies are the advantages of this
model, while scalability and the proper choice of a link function are the challenges.

We simulate the data using the proposed models, where we vary initial model pa-
rameters, sample size, and the number of dimensions. Then, we simulate the model
parameters based on the simulated data. In real measurements, delamination is al-
ways measured with an uncertainty. This, in turn, affects the accuracy of the esti-
mated parameters. We reflect this measurement uncertainty in the simulated data as
well.

We assess the fit of the models using distance measures such as Kolmogorov-
Smirnov statistic, Kullbach-Leibler divergence, and Hellinger distance. The results
are based solely on the simulated data.
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1. Introduction 

Surface metrology is concerned with inspecting morphological parameters of a 
surfaces or profiles, by using contact or non-contact profilometers.  

The following abstract describes the development of a software in Python 
environment that implements various processing methods on images from optical 
and stylus profilometers. In particular, the program focusses on image pre-processing 
and determination of dimensional parameters for 2D areas and 1D profiles. 

It is worth mentioning that many open and closed source programs are already 
distributed, but they do not provide a sufficient automatization in the image 
processing, often requiring the user to repeat the same steps for each image to obtain 
the expected results. 

The program has been initially developed within the framework of the EMPIR 
20IND07 TracOptic project [1] for the processing of a batch of topographies on RS-
M and RS-N linear step samples, in order to compensate for the lack of automation 
for the calculation of height parameters. The developed program [2] is designed to be 
modular and scalable for expanding the processing capabilities. 

1.1 Surface processing 

Surface measurements are usually obtained with optical profilometers or 
microscopes, and the resulting topographies must be processed to extract the 
parameters of interest. 

 
Figure 1: Topography 
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For the pre-processing of the images, three different levelling methods have been 

implemented which allow to correct any tilt of the topography: least square plane 
levelling, three points plane levelling and bounded least square plane levelling. The 
program also includes a method for resampling the image and for extracting cross-
sectional profiles of the topography. 

1.2 Profile processing 

Profile measurements are usually obtained with stylus profilometers, confocal point 
sensors or by extracting a cross-sectional profile from a surface. 
 

 
Figure 2: Profile 

 
In order to pre-process the profile, least square line levelling and bounded least 

square line levelling were implemented as for the topography. An additional 
histogram levelling method has been developed to allow the tilt correction of profiles 
with a large feature on a flat baseline. 

The program provides Gaussian filters according to the ISO 16610-21:2011 
written standard [3] for the extraction of the morphological roughness parameters, 
and the erosion morphological filter according to the new ISO 21920-2:2021 written 
standard [4]. 
 

2. Conclusions 

The methods previously described were validated using MountainsMap 7.4 [5] 
commercial software. 
Regarding profile roughness parameters, an agreement within 0,05% for Ra, 0,2% 
for Rq, 0,5% for Rsk and Rku, below 1 ‰ for Rt, is achieved on different types of 
profile from stylus profilometers measurements. 
 

Future developments will focus on uncertainty estimation of morphological 
parameters both using GUM and Monte Carlo methods. Moreover, the capabilities 
of the software will be expanded to allow the extraction of more complex surface 
features. 
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In the current digital age, data from measurements are collected routinely for a wide 

range of applications. Curating these data in structured databases can greatly 

enhance data access, searchability and reuse through data queries. Storing digital 

information in standardised and searchable formats is crucial for measurement 

science and the metrology community. Additionally, standardised digital records 

enable meta-analysis of the data which may reveal unknown patterns, clusters or 

correlations improving our understanding of the measurements and their application 

domains. This is critical in complex areas such as in healthcare, and in particular in 

those areas related to clinical decision making, such as in radiotherapy planning.  

Here we curate data from a range of advanced radiotherapy dosimetry audits 
conducted at hospitals across the UK using test objects developed at the National 

Physical Laboratory. The audits contain several predictions and measurements, as 

well as information regarding the type of equipment used at the hospital. We use this 

curated data to perform meta-analysis. Specifically, we look at data from lung 

Stereotactic Ablative Body Radiotherapy (SABR) dosimetry audits 

[Distefano(2017)] to assess the positional and dosimetric accuracy of a SABR 

treatment delivery. 

We perform meta-analysis [Hunter(2004)] of the audit data using both traditional 

statistical methods and data-driven methods. Fig. 1 shows a visualisation of the 

predicted and measured doses which, along with summary statistics, allow hospitals 

and auditors to be able to easily visualise and compare audit data from different sites 
and using different equipment. The predicted value is calculated by each respective 

hospital using their radiotherapy treatment planning system, which is specialised 

software that simulates the radiotherapy dose deposition. Highlighting individual 

treatment centres (orange circles, Fig. 1) allows us to visualise the spread of data 

from a given centre and detect points which are outside the expected confidence 

intervals. These results may be used to provide insight to the hospitals by giving a 

quantitative comparison between them and other sites using similar equipment. In 

addition, these visualisations are useful for auditors as they can highlight outliers 

and help to identify previously unknown patterns or dependencies in the data that 

need to be investigated further.   

We also use data-driven machine learning techniques to search for hidden 

patterns within the audit data and use feature importance to determine the key 
factors influencing the outcome of radiotherapy audits. Fig. 2 shows results from a 

random forest model [Cutler(2011)] used to predict the measured dosage based on 

features such as the equipment used, temperature and pressure in the chamber, and 

the energy at which the dose was delivered. The model is able to predict the 
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measured dosage with a RMS error of 0.654, although we caution that this is using a 

small sample size. The results from this type of analysis can give evidence that 

certain conditions of the audit may be influencing the outcome of the audit, allowing 

auditors and hospitals greater insight when planning future treatments.  

The results from our meta-analysis and visualisation will inform future work as 

the curated database grows and expands to additional audit types.   

 
 

 

Figure 1: Scatter 

plot of the measured 

and predicted doses 

(Gy). Each point is 

a measurement, and 

the orange circles 

represent a specific 

centre/hospital. The 

different symbols 

show different 

equipment used for 

treatment planning.  

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 
Figure 2: Results from a random forest model predicting measured dosage for lung SABR audits. Left: 

Scatter plot showing the model predictions. Each point is an individual result, and the line shows a 1:1 

correlation for comparison. The model is able to predict the measured dosage with a RMS error = 0.654. 

Right: Bar plot showing the feature importance for the model. Higher scores indicate that the model is 

more dependent on those features when predicting the output values. 
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1 Introduction

Measurement results are critical in various industries, including healthcare, aerospace,
and manufacturing. Inaccurate measurements can lead to severe consequences, such
as faulty medical diagnoses, airplane crashes, and defective products. Therefore, it
is essential to ensure the validity of measurement results to maintain the integrity
and reliability of measurements.

The ISO/IEC 17025 standard provides guidelines for laboratories to ensure the
validity of measurement results. This standard specifies requirements for the compe-
tence, impartiality, and consistent operation of laboratories [ISO/CASCO(2017)]. It
outlines the procedures for testing, calibration, and sampling that laboratories must
follow to produce reliable measurement results.

To comply with the ISO/IEC 17025 standard, laboratories must demonstrate the
validity of their measurement results. They can achieve this by using the triangu-
lation rules, which involves using multiple methods or instruments to measure the
same quantity. By comparing the results of multiple measurements, laboratories can
identify any discrepancies.
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2 The triangulation rules

The proposed triangulation tool consists of performing the calibration of a certain
equipment using different traceability chains related to each other. The proposed
tool is indicated, for example, for measurements involving ratios, such as the cali-
bration of high standard resistors by means of a Dual Source High Resistance Ratio
Bridge.

The triangulation tool can help laboratories guarantee the validity of their mea-
surement results by providing a systematic approach to calibration. The tool can also
help laboratories identify and correct measurement errors and improve the accuracy
and precision of their measurements.

To demonstrate the robustness of the presented tool, several tests were con-
ducted to evaluate its performance. The tests involved simulations using Monte
Carlo method. The results showed that the triangulation tool was suitable for de-
tecting inconsistencies in the measurement and therefore for ensuring the validity of
the results.

This tool can be used as a statistical technique to compare results obtained by
different methods, different standards, or a combination thereof, and is used in con-
junction with monitoring results. The methods used to guarantee the validity of the
results, such as retesting or recalibration of retained items, use of calibrated alterna-
tive instrumentation to provide traceable results, intralaboratory comparisons, repli-
cated tests or calibrations, using the same methods or different methods, among
others, should have the application of statistical techniques for analysis whenever
practicable [ISO/CASCO(2017)].

An application example of the triangulation tool includes the calibration of high
value resistors [Mihai(2022b), Mihai(2022a)], where the limited availability of mea-
surement methods prevents a comparison using different methods. In this case, the
tool provides a possibility to increase confidence in the functioning of the measure-
ment system even if it is not possible to use different methods. Next, the theoretical
background and real examples carried out in the laboratory and tests, even as simu-
lations are shown to demonstrate the use of the proposed tool.

3 Examples and performed tests

When determining a resistance value using different ratios, one can use resistors
of different resistance values and compare them all. In this way, there are different
traceability chains related to each other. You can then compare three resistors of
different values A = 1, B = 1 , and C = 10, where the ratios between each pair
would be Rab = 1, Rac = 0.1 and Rcb = 10, and Rab = Rcb ×Rac. Each ratio has its
associated uncertainty. In the case where only one pair is analyzed, if the values are
incompatible, that is, with the difference greater than the limit, there is no indication
of which of the two resistors could have been the origin of the problem. When
analyzing the different pairs, one can indicate which resistor has a problem or which
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measurement needs to be revised, which helps the user in detecting discrepancies,
and provides an indication of the validity of the measurement results.

4 Conclusion

In conclusion, ensuring the validity of measurement results is critical for maintain-
ing the integrity and reliability of measurements. Compliance with the ISO/IEC
17025 standard is essential for laboratories to achieve this goal. The presented tri-
angulation tool is a reliable and robust approach to testing and calibration that can
help laboratories guarantee the validity of their measurement results.
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1 Abstract

Continuing progress in the field of X-ray scattering empowers scientists with new
possibilities to capture the 3D electron density of materials and molecules. Although
first methods appeared almost a century ago, recovering the density structure of
a sample is still challenging. Scattering techniques measure the intensity of scat-
tered waves, for which a very accurate mathematical description exists based on
the Fourier transform of the electron density. However, the resulting measurements
capture not all information about the sample. Firstly, instead of a 3D measurement,
only a 2D image is measured. In addition, also the phase information of the scat-
tered waves is lost. The latter is known as the ”phase problem” and poses a serious
obstacle when trying to recover the 3D electron density. We tackle this problem us-
ing invertible neural networks trained on theoretical electron densities and simulated
Small Angle X-ray scattering (SAXS) measurements. We implemented a computa-
tionally highly efficient software library for simulating SAXS measurements, also
called the forward model. Based on this implementation, we were able to create
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Bundesanstalt für Materialforschung und -prüfung (BAM), Unter den Eichen 87, 12205 Berlin,
e-mail: philipp.benner@bam.de

Sofya Laskina
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a library of theoretical electron densities and their corresponding SAXS measure-
ments. The library contains electron densities composed of different shapes, includ-
ing spheres and cylinders. We used this library to develop an invertible neural net-
work that is able to recover certain parameters of the electron densities. Despite the
large loss of information when applying the forward model, our method is able to re-
liably identify size and shape parameters. This shows that invertible neural networks
have large potential to interpret the measurements of SAXS experiments. Ideally,
we hope that this work is a first step towards a fully automated measurement and
analysis workflow.
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The UK’s National Health Service (NHS) constitution sets out minimum standards 

for rights of access of patients to NHS services. The ‘Faster Diagnosis Standard’ 

(FDS) states that 75 % of patients should be told whether they have a diagnosis of 

cancer or not within 28 days of an urgent general practitioner (GP) referral 

[NHS(2019)]. Timely diagnosis and treatment lead to improved outcomes for cancer 

patients, however, compliance with these standards has recently been challenged, 

particularly in the context of operational pressures and resource constraints relating 

to the COVID-19 pandemic. In order to minimise diagnostic delays, we have 

proposed addressing this problem by treating it as a resource optimisation problem, 

aiming to minimise the number of patients who breach the FDS [Cooke(2022)].  

Using the historical patient numbers for the Royal Free London (RFL) NHS 

Trust and the recommended pathways for different cancer types, Fig. 1 shows a 

visualisation of all cancer diagnosis pathways. The width of each line is proportional 

to the number of patients referred for each type of cancer. Fig. 1 gives a clearer 

picture of where bottlenecks – i.e., investigations required by larger numbers of 

patients – might be, aiding the RFL in planning resourcing. 

We created a resource allocation model to simulate different scenarios of patients 

flowing through the diagnosis pathways over the course of six months. The model 

was validated against actual performance at the RFL, using historical data. The 

model was then optimised using a particle swarm optimisation algorithm to see 

where capacity might need to be increased to improve patient flow through the 

system and to reduce the number of patients breaching the FDS. Fig. 2 shows the 

output optimised resource capacities needed for the RFL to meet their FDS targets. 

Previous work has addressed patient diagnosis time in single cancer pathways 

[England(2021)]. Here, we examined all cancer diagnosis pathways as a complete 

system. Fig. 2 shows that changing resource in one investigation impacts resourcing 

needed in other areas. This suggests that studies which look at individual areas may 

miss the wider context, and not necessarily improve overall patient diagnosis times. 

Looking at the system as a whole, we have identified areas for improvement which 

can be used for future resourcing and will have system-wide impact. 
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Figure 1: Sankey flow diagram depicting the various routes through cancer diagnosis pathways taken by 
patients. Purple blocks show investigations in the pathways; their height represents the number of 

patients requiring that investigation. Coloured ribbons show routes taken by patients with different 

suspected cancer types; the width of the lines represents the number of patients. 

 

 
Figure 2: Results from 25 optimisation runs showing the capacity of patients needing to be seen for each 
investigation in a working week. Each grey line represents a solution which results in the RFL meeting its 

target for patient diagnosis. Highlighted are two runs to show the spread in results and the importance of 

optimising all investigations simultaneously. By lowering capacity in one investigation, capacity must be 
increased elsewhere to meet targets. The red stars show the current working capacity at the RFL. 
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Measurement pipelines are becoming increasingly complex with 

technological advancements, making it harder to establish sources of 

variability in measurements and understand if they stem from true 

differences in the measurands or in the measurement pipelines themselves.  

Radiotherapy dosimetry audits [Hussein (2017)] are carried out by NPL to 

independently validate radiotherapy technique implementations in the 

clinic. The audits make use of anthropomorphic tissue-mimicking 

phantoms embedded with passive 2D detectors. By sending the phantom 

through the typical patient treatment pathway it is possible to 

metrologically verify the agreement between the radiation dose deposited in 

the phantom and that expected by the clinic. The gamma index calculation 

is a widely accepted metric used for the comparison of the measured and 

predicted dose. Various steps in the analysis approach can introduce 

variation in the output that requires quantification to get accurate results. 

The in-house Versatile Independent Gamma Analysis (VIGO) software 

[Hussein (2017)] was designed at NPL to provide standardised gamma 

index computation for complex radiotherapy audits. In this work, we 

perform a sensitivity analysis to better understand the sensitivity of gamma 

index calculations in VIGO with respect to factors that each vary in a 

defined interval.  

We planned an experimental design and employed an Analysis of Variance 

(ANOVA) to perform sensitivity analyses that calculates the Type III Sum 

of Squares [Raphael (2021)] for factors involved in gamma index 

calculation. This indicates the relative sensitivity of measurements to 

changes in the pipeline factors in the experiment. The factors included were 

the calibrated shape and size, reference shapes and sizes of regions of 

interest, the calibrated offset dose and position along the axis. Figure 1 is a 

pie chart illustrating the Pearson coefficients for main interactions of the 

factors that had significant influence over the output measurements (> 

0.999 %) for a global gamma index measured with 5 % as the dose 

difference criterion and using 2 mm as the distance difference criterion, 

calculated in an area enclosed by 50 % of the prescription isodose. It was 

found that the factor introducing most variation was the calibrated shape. 

We split the data based on this factor and subject the resulting data frames 

to sensitivity analyses. Figure 2 is a comparison bar plot representing 
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Pearson coefficients for main interactions after the dataset was split based 

on the calibrated shape, with measurements obtained under the same 

constraints. We observed the variation caused by higher order interactions 

was significantly larger when using a circle calibration as opposed to a 

square calibration and that the calibrated shape and the calibrated size of 

the region of interest significantly contribute to variations in the output 

measurements.  
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Figure 1: Pie chart representing 

Pearson Coefficients of the factors 

when using parameter 5 % / 2 mm 
to calculate global gamma index. 

Figure 2: Comparison bar plots 

representing Pearson Coefficients of 
the factors when using parameter 5 % 

/ 2 mm to calculate global gamma 

index with the calibrated shape of 
region of interest set to square and 

circle respectively. 
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1. Introduction 

Design and metrology departments are not always properly linked in the industrial 

context. In the conceptual framework of design for metrology [Morse (2019)], three 

items can be defined: design for metrology, design using metrology (metrology 

feedback), and metrology for manufacturing. This contribution falls within the idea 

of design using metrology. For designers is often difficult to understand the 

functional impact of metrological inspection, also because metrological reports are 

created without functionality in mind. In the framework depicted in [Maltauro, 

Meneghello, and Concheri (2023)] the design department provides the quality 

control department with the functional geometric specification, and the latter defines 

and performs an inspection based on this specification, giving back the 

measurement. To ease the designers’ understanding of the measurement report, we 

propose a framework in which, through statistical tolerance stack-up analysis, the 

functional impact of each measurand can be determined. This information is used to 

create a custom inspection report showing only the critical quantities, from a 

functional point of view, and in a function-based order. 

2. Implementations 

A statistical tolerance analysis can be performed based on the functional geometric 

specification defined by the design department. For the present work the software 
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CETOL6sigma from Sigmetrix is used. The statistical core of this software is 

explained in [Cox (1986)]. Each functional requirement, at the assembly level, is 

translated into a critical dimension, i.e., a gap to be controlled. The critical 

dimension is statistically computed based on the admissible variability defined by 

the tolerances at the components level. The results are the statistical distributions of 

the critical dimension and the contribution factors showing the impact of each 

geometric tolerance on functionality: the higher the contribution the more the 

deviation of the geometric feature will degrade the performance. The contribution is 

defined as the impact of each tolerance on the variability (standard deviation) of the 

functional output. 

A part, pertaining to the assembly, can be inspected based on the functional 

geometric specification obtaining the actual deviations for the features controlled by 

the tolerances. Parts from a simple assembly are 3D scanned with ATOS 5 and 

inspected with GOM Inspect. The inspection is exported in xml format. 

A correlation core is programmed in phyton reading the CETOL source file and the 

GOM Inspect output file. Congruent features in the two files are paired together and 

the information regarding the contribution, tolerances and deviations is collected. 

Based on a specific functional requirement it is possible to generate specific 

customized measurement reports where the information is displayed in order of 

contribution. Further filtering is even possible, as displaying only out-of-tolerance 

measurands, or measurands with a contribution higher that a predefined percentage. 

A specific report is generated per each part and functional requirement combination. 

3. Conclusions 

The proposed framework tries to link together two departments whose 

communication may be difficult. The bonding is given by statistical tolerance 

analysis that can assign each tolerance, and therefore measurand, a contribution to 

the quality of the assembly. This information is used to filter and rank the 

measurand that are displayed in the inspection report resulting in a clean and 

effective measurement report that can be easily understood by designers. 
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T2 or not T2? A new tool for consistent 

processing of qMRI parameters.  
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Magnetic Resonance Imaging (MRI) is an important medical imaging 

modality. Despite its utility, there are issues relating to consistency of MR images – 

specifically, comparing images from different scanners or at different times is 

problematic [Seiberlich 2020]. Traditional clinical MRI employs only relative 

contrast – one tissue region may be brighter or darker than another, but the contrast 

is not intrinsically meaningful or quantitative. This means the comparison of 

different images of different subjects is not straightforward. To counter this, 

quantitative MRI (qMRI) techniques can be used, which define physical and 

quantitative properties of the tissue. Quantitative measurements are far more 

reproducible than relative contrast and enable the performance of different scanners 

to be analysed and benchmarked. 

In this work, we apply qMRI techniques to sets of phantom MRI data by 

creating qMRI Consistent Processing (QCP) tools. The work has been done as part 

of a project which aims to develop test objects, procedures, analysis tools, and best 

practice guidance for various qMRI techniques [iMet-MRI 2023]. The tools provide 

a homogeneous qMRI measurand estimation process, by applying the same 

equations and methods to any set of input images. Here, we outline the development 

and testing of our new QCP tool used to measure T2 (transverse relaxation time) 

parameters from MRI data. T2 is a standard qMRI measurand, which is different to 

clinical T2-weighted imaging because we find the T2 value for each voxel. 

Our Python tool is designed to extract T2 DICOM MRI data and a semi-

automatic region detection algorithm is employed to find the regions of interest 

(ROIs) at the first echo time point. The T2 value for each pixel in each ROI is 

estimated using a fitting method from [Raya 2009] taking into account the noise 

distribution of the measured signal intensity (Eqn. 1).  

 
Key: S: image pixel intensity (in arbitrary units); te: echo time (time since initial excitation pulse); T2: T2 

decay constant; S0: Initial pixel magnitude; C: noise parameter for Rician model (equivalent to std dev); I0 

and I1: exponentially scaled modified Bessel functions of order 0 and 1, resp. [Jackson 2022]. 

The overall T2 value for each ROI is then calculated as the mean of the 

pixel T2 values from each ROI. An example of this is shown in Figure 1. 
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To test the QCP tool, we used data from four test centres to calculate and 

compare T2 parameters. These centres also each used distinct T2 calculating 

algorithms on their respective datasets, which we include for comparison with our 

own fitting results. All T2 values are shown in Table 1. 

The alignment between the QCP calculated results and the site calculated 

results provides evidence that the QCP algorithm is a suitable tool for aiding the 

standardisation of qMRI parameters. Future work will extend this tool to other 

qMRI techniques, such as T1 mapping (longitudinal relaxation time) and proton 

density fat fraction. The standardisation of qMRI calculations has significant 

potential advantages for the qMRI field, including in analysis and comparison of 

studies, clinical trials, and the use of Artificial Intelligence in healthcare. 

 

Figure 1 : Demonstration of the QCP algorithm with example data and T2 parameter fitting. First, MRI 

images are loaded from the directory (a). Then, the bounded regions are found (b). Then T2 parameters 
are calculated for each pixel in each ROI (c). Then, the mean of those T2 values is calculated per ROI and 

stored for comparison.  

 

Table 1: Comparison between centre calculated T2 parameters and QCP calculated T2 parameters on 

each site’s respective dataset. Numbers following ± are an expanded uncertainty corresponding to a 

coverage probability of 95%. The expected T2 value for these vials was 387 ms.  

Site Site T2 (ms) QCP T2 (ms) 

Azienda Ospedaliero Universitaria Careggi 

(AOUC), Italy 

392 397.2 10.6 

Belfast Health and Social Care Trust 

Hospitals (HSC), Ireland 

505 516.2 22.5 

University College London (UCL), UK 232 228.9 9.4 

University Hospitals Bristol and Weston 

NHS Foundation Trust (UHBW), UK 

435.1 430.4 22.8 
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Magnetic resonance-based electric properties tomography (MR-EPT) is a quantita-
tive imaging technique that non-invasively estimates the electric property values
inside a human body [Leijsen (2021)]. Some early clinical applications of MR-
EPT have been presented in the literature and most of them rely on the MR-EPT
implementation called Helmholtz-EPT, in particular its phase-based approxima-
tion [Shin (2015), Kim (2016), Tha (2018, 2021)]. Helmholtz-EPT suffers a large
sensitivity to input noise and the presence of systematic errors at tissue boundaries.
Recognizing this issue, this contribution presents a repeatability and reproducibil-
ity uncertainty assessment in the electric conductivity of a homogeneous phantom
estimated by phase-based Helmholtz-EPT.

A homogeneous cylindrical phantom of a known solution of NaCl in distilled
water was acquired with a 3 T Ingenia TX scanner (Philips Healthcare, Best, The
Netherlands) with a body coil in transmission and a 32-channel head coil in recep-
tion using a steady-state free precession (SSFP) sequence with nominal flip-angle of
30◦ and isotropic resolution of 2 mm. The measured phase of the acquired complex-
valued image is a good estimate of the transceive phase from which the electric
conductivity is estimated. Repeatability conditions are obtained by acquiring 25
images with the phantom centered at the scanner isocenter. Reproducibility con-
ditions are obtained with 8 additional images acquired by moving the phantom at
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Fig. 1 Estimated maps under
repeatability (a) and repro-
ducibility (b) conditions,
with kernels of various sizes
n. Statistical distribution of
the estimated conductivity
under repeatability (c) and
reproducibility (d) conditions,
compared with the spatial
dispersion and the median
uncertainty.

a distance of about 6 cm from the isocenter between the scans (see Fig. 1b). The
covariance matrices of the means of the phase and conductivity maps are evaluated
according to the James–Stein shrinkage estimator [Schäfer (2005)] and the law of
propagation of uncertainty. The EPTlib implementation of phase-based Helmholtz-
EPT [Arduino (2021)] and the code for uncertainty propagation published in [Ar-
duino (2020)] were used.

The conductivity maps estimated under repeatability conditions show spatial
noise, corresponding to a spatial dispersion of the estimated conductivity, larger
than the median standard uncertainty associated with each voxel. Hence, averaging
multiple repeated acquisitions does not correct for this, apparently random, spatial
noise. On the other hand, the conductivity maps estimated under reproducibility
conditions show that the repositioning of the phantom changes the distribution of
the repeatable noise, making it random from a practical point of view. Indeed, we
observed that the spatial dispersion of the conductivity values estimated under repro-
ducibility conditions is comparable with the median standard uncertainty associated
with each voxel (see Fig. 1).
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nanoparticles using machine learning 
Federica Gugole1, Martine Kuiper1,2 and Richard Koops1 

Key words: machine learning, inverse problem, validation, nanoparticle 
characterization, Mie theory 

1. Introduction 

Extracellular vesicles (EVs) are nanoparticles released by the cells and are present in 
all body fluids. EVs have the potential to be a biomarker to distinguish between 
healthy and diseased individuals. EV measurements are generally performed using 
flow cytometry, which measures the light scattering of particles. Mie theory [Mie 
(1908)] determines how the particle will scatter light (i.e., the scattering pattern) 
using given properties of the particle such as its radius and refractive index. In a 
measurement setup the challenge is to solve the inverse problem, i.e., given the 
scattering pattern determine the radius and refractive index of the particle that 
generated it. Here we present preliminary results and future steps of an approach to 
solve the inverse problem using convolutional neural network (CNN). 
 

2. Solving the inverse problem using CNN 
Machine learning algorithms are becoming popular in many application areas thanks 
to the large availability of data and their fast computation times when making 
predictions for new input data. In particular, CNN is the state of the art for image 
processing without any competitor in terms of performance. CNNs find application 
in many areas such as medical imaging [Kim(2022)] and autonomous driving 
[Sonata(2020)]. Recently CNNs have been applied to characterize nanoparticles 
using images obtained with optical microscopy [Midtvedt(2021)]. Here we follow a 
similar approach for a flow cytometer setup. 

2.1 Training of the CNN on synthetic data 
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To train the CNN we first generate synthetic data using numerical simulations of the 
forward problem in Mie theory (i.e., simulate the scattering pattern given the radius 
and refractive index). Artificial noise is added to the generated images to simulate 
the noise present in the measurement setup. For a good performance of the CNN on 
experimental data, it is key to ensure that the data used in training are representative 
of the experimental data. 

2.2 Validation of the CNN 

The CNN will be validated using reference particles. Scattering patterns of reference 
particles obtained in the flow cytometer will be used to assess the similarity of the 
synthetic data used for training with the experimental data, and to evaluate the 
accuracy of the CNN predictions. 

2.3 Uncertainty estimate associated to the CNN prediction 

In order to use the CNN predictions as part of a traceable measurement procedure a 
comprehensive measurement uncertainty should be calculated. Ensemble and 
Bayesian methods [Gawlikowski (2021)] are considered for the uncertainty evaluation. 
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1. Introduction 

Virtual experiments (VEs) in metrology are simulations of measurements in which 

potential error sources are carefully addressed. They usually express the 

measurement data as function of the measurand, in opposite of what the GUM 

[GUM(2008)] requires as a measurement model. VEs can give a greater 

understanding of the measurement, and potentially help with the calculation of the 

best estimate of the measurand and its uncertainty, cf. [Wübbeler(2022)] for the case 

of linear models.  

Recently, the European research project ‘Trustworthy virtual experiments and 

digital twins’ (ViDiT) [ViDiT(2023)] has been granted. In this project several 

challenges related to VEs will be investigated. In this contribution some of these 

challenges will be presented on the basis of the practical applications of a coordinate 

measurement machine (CMM) [Kok(2022)] and a coherent Fourier scatterometer 

(CFS) [Kumar(2014)] and their virtual counterparts (VCMM, VCFS).  

2. Uncertainty evaluation 

In the case of a CMM often the measured coordinates are plugged into the VCMM 

and a Monte Carlo method is employed. From a simulation point of view, this 

procedure results in adding noise to measurement data that already reflects random 

effects associated with the measurement system, which is statistically incorrect. 

More importantly, if the model is strongly non-linear, the calculated uncertainty can 

strongly vary with the input data, as shown in [Kok(2022)]. As an alternative, a 

Bayesian approach can be used.  
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In CFS the measurement data consists of an image and the geometrical 

parameters of the measured sample need to be reconstructed by the inversion of (a 

simplified version of) the VE. The fit result is never perfect, as the measurement 

contains measurement noise and as the VE, and a fortiori a simplified model, is not a 

completely faithful representation of the physical reality. Inversion can be done with 

respect to different norms or by taking a Bayesian approach, and this also affects the 

calculated uncertainty. 

In this talk we will give more details on the challenges encountered for these 

applications, and present the planned work in ViDiT with the goal of defining an 

uncertainty evaluation method that is in line with the GUM [GUM(2008)]. 

3. Validation 

For VCMMs there exists a validation method that consists of calibrating all 

individual error sources of the real CMM, plugging the resulting relevant parameters 

as uncertainty sources in the VCMM, and performing validation measurements on 

reference artefacts. This is very labour intensive. In ViDiT we will investigate if 

alternative approaches, e.g., based on repeated measurements, can alleviate this 

burdensome calibration. We will also study the existing validation approaches in the 

light of the GUM. 

For CFS an important aspect of validation is the definition of an analysis method 

based on a simplified version of the VE that allows inversion within reasonable 

time. We will show various possible simplifications. In ViDiT guidance will be 

developed for such type of problems. 
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Abstract 

Researchers study the properties of polymeric membranes - an important building block of 

batteries – by first measuring its impedance spectra and then determining a so called 

equivalent electronic circuit (EEC), that is an electronic circuit that approximately reproduces 

these measurements. Determining EEC is not completely automatized since it includes the 

search for the topology of the electronic circuit.  This search is an inverse problem, since the 

formulas for determining the impedance spectra given the circuit topology and parameters are 

known while there are no formulas for the invers direction.  To solve this invers problem, the 

original problem is split into two parts. The first part is to determine the topology of the 

circuit and the second part is to determine the parameters of the circuit. For the first part a 

Convolutional Neural Network Classifier is trained on a simulated data set, where the 

simulator is an implementation of the formulas for determining the impedance spectra given 

the complete description of the electronic circuit. After the topology is determined, the 

parameters of the electronic circuit are found by minimizing the error between the observed 

spectra and the spectra corresponding to these parameters. This minimization is a global 

optimization.  
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1. Introduction 

Low-cost sensors and in particular MEMS (Micro-Electro-Mechanical Systems) 

devices are widely used in many applications, including consumer electronics, 

healthcare, automotive, and industrial automation. Their production, which is 

typically in the order of millions per week in a single factory, involves the calibration 

of these devices on a large scale which can be costly and time-consuming. This is a 

significant challenge for manufacturers who need to guarantee the required 

traceability to SI. To address these challenges, as also requested by the Consultative 

Committee for Acoustics, Ultrasound, and Vibration of BIPM [1], a solution can be 

found in the use of statistical process control techniques [2]. Based on probabilistic 

models that take into account prior knowledge and uncertainties, Bayesian 

approaches can be very useful for “statistically calibrating” large batches of sensors. 

In this paper, a Bayesian method is investigated and proposed in this respect: it 

implies experimentally calibrating a sample of sensors from an unknown batch of 

larger dimension and using them to estimate the true number of reliable sensors in 

the whole batch, process that can be considered as a “statistical calibration” of the 

batch. The advantage of this statistical approach is that it allows for the incorporation 

of the prior knowledge coming from the calibration of a golden batch representative 

of the whole production process. This method allows for the calibration of large 

batch sensors by reducing the number of actual experimental calibrations. 
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2. The proposed method in brief 

The first step of the proposed method consists in the usual calibration in the 

laboratory of a golden batch of N sensors, representative of the production process: 

each sensor is provided with an estimate of its sensitivity S and the associated 

uncertainty. Using a mixture distribution model to account for the calibration 

uncertainties of the individual sensors, the overall distribution of the sensitivities of 

the golden batch is modelled. By setting a bearable probability (pdef) of finding out-

of-tolerance sensors in the golden batch, the mixture distribution is used to find the 

minimum and maximum sensitivity limits, Smin and Smax respectively, encompassing 

the 1-pdef fraction of acceptable sensors. Hence, the expected number of out-of-

tolerance sensors in the golden batch is Cgold = pdef N . For other/future unknown 

batches of the same kind of sensors, only a sample of n < N devices from each batch 

is required to be experimentally calibrated, hence reducing time and cost efforts. The 

calibrated devices are checked whether their sensitivity is within or outside the out-

of-tolerance limits: k indicates that number. The statistical calibration of the whole 

batch of N sensors is then based on the following Bayesian model. Assuming that the 

expected number of out-of-tolerance sensors in the unknown batch is equal to that in 

the golden batch, a binomial prior distribution Pprior(Cunknown; N, pdef) is used to model 

the number of Cunknown defective sensors in the unknown batch. This prior (assuming 

that experimental calibration and manufacturing process do not change from batch to 

batch) models the state of knowledge of a typical batch from that production. 

Multiplying the prior by a likelihood function Plikelihood(k; n, Cunknown, N) defined as a 

hypergeometric distribution with n sensors, k of which are defective, drawn from the 

unknown batch of N sensors, Cunknown of which are defective, yields an un-normalized 

posterior Ppost,un(Cunknown; k, n, N, pdef) for Cunknown out-of-tolerance sensors in the 

unknown batch. Normalizing this distribution leads to a probability mass function for 

the number Cunknown of out-of-tolerance pieces in the unknown batch, provided that k 

out-of-tolerance devices were found in the small calibrated sub-batch. At this point, 

it is possible to define different metrics based on the posterior cumulative probability 

function that can provide an assessment of the reliability and quality of the whole 

unknown batch.  
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1. Introduction 

Complex engineering and technological processes typically generate data with a 

non-trivial hierarchical structure which make the experimental planning challenging. 

However, when preliminary data are available, the relevance of the information 

gained through a preliminary data analysis may be verified through the building of a 

pilot design. Therefore, the pilot design results allow to verify the validity of the 

experimental planning, and to help to define the most suitable statistical model. This 

point is particularly important when considering the optimal design framework, 

given the model-dependent nature of optimal designs. In this talk we propose a full 

procedure for the design and analysis of experiments in complex engineering and 

technological processes; the talk is entirely based on a recently published paper of 

Berni et al. (2022). The proposal is applied to a real case-study aiming to optimize 

the payload distribution of freight trains, thus making it possible to minimize the in-

train forces to avoid freight trains derailment and/or disruption. The suggested 

procedure also allows to achieve the best train configuration for minimizing the in-

train forces. 

2. Brief description of the full procedure 

The proposed full procedure consists of four main steps, as also detailed in Berni et 

al. (2022).  First, we consider (Step #1): (i) the statistical analysis of preliminary 

data, and (ii) the building of a pilot design, both of which allow for efficiently 
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planning and validating the experimental design. Step #2 consists of performing the 

experimental runs of the pilot design, and following, the estimation of suitable 

statistical models is checked through diagnostic measures; this step#2 makes it 

possible to establish the most suitable statistical model for building the optimal 

design. In Step #3 we consider the D-optimality design criterion, and a genetic 

algorithm (GA), opportunely adapted, for obtaining a hierarchical optimal design. 

The proposed full procedure includes the experimental planning at several 

hierarchical levels for obtaining the hierarchical D-optimal design. In doing so, one 

of the main key-points is the presence of several types of experimental factors; more 

precisely, we deal with nested, branching and shared factors, as well as with a new 

type of factor, which we call composite-form-factor. Lastly, Step #4 relates to the 

achievement of best configurations for the problem under study according to the 

target values of several response variables. 

3. Main results for the case-study 

According to the full procedure outlined (Section 2), we begin with the analysis of 

existing data containing information about a large number of trains, used for 

building the pilot design.  Once the pilot design runs are performed, suitable linear 

mixed-effect models are estimated and checked with diagnostic measures. The 

satisfactory results obtained confirm the validity of the experimental planning. More 

specifically, we consider the following three hierarchical levels: i) level-1 related to 

the entire train, ii) level-2 related to two consecutive wagons, and iii) level-3 related 

to each individual wagon. Following, we build the D-optimal hierarchical design 

through a GA; the true values of compressive and tensile forces are simulated 

through the TrainDy software [Cantone (2011)]. In our setting, we select the GA by 

specifically considering the non-trivial hierarchical structure, and the types of 

experimental factors defined (e.g. the composite-form factor); for further details 

refer to Berni et al. (2022). Two linear mixed-effect models are estimated, one for 

each response variable (e.g., compressive forces at 10m, tensile forces at 2m); the 

model results are good enough. The final step #4 corresponds to finding the best 

train configuration, by considering the experimental factors and variables involved, 

and allowing to avoid the risk of derailment and disruption. To this end, the two 

response variables are minimized taking the roles of both forces into account, also 

considering the target values. The minimization of the defined objective function 

achieves good performances for the global scenarios, also considering the 

simultaneous minimization of both responses. The results are very satisfactory and 

confirm that our full procedure represents a valid method to be successfully applied 

for solving similar technological problems. 
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Electric Properties Tomography (EPT) is a quantitative imaging technique 
performed starting from data acquired during a Magnetic Resonance Imaging (MRI) 
exam [Leijsen (2021)]. EPT aims at measuring, in each voxel/pixel of the 
tomographic image, the electric conductivity and, when possible, also the dielectric 
permittivity of the scanned biological tissues, to be used as objective biomarkers. 

In recent years, a plethora of EPT methods were proposed, but the creation of 
reliable EPT images is still challenging. Typical problems in EPT are represented by 
the amplification of the input measurement noise and the presence of image artifacts 
at the boundary between different tissues. To overcome these issues, here we 
propose an EPT approach based on Green’s integral identity. The starting point is 
the complex Helmholtz equation describing the propagation of the B+ component of 
the magnetic flux density (which rotates with angular frequency ω) through a body 
with conductivity σ and permittivity ε (that may change from point to point): 

( )2
0B j j B+ +∇ = ωµ σ+ ωε  (1) 

where j is the imaginary unit and µ0 is the magnetic permeability of vacuum.  
If the right-hand side of (1) were a known term, we would have a Poisson 

equation, whose solution, exploiting Green’s integral identity, would take the form: 

( ) ( )0
dB dB P B ds j j B dv
dn dn

+
+ + +

∂Ω Ω

 Ψ
= Ψ − + ωµ σ+ ωε Ψ 

 
∫ ∫

         (2) 

where P is a generic point within a region Ω surrounded by a surface ∂Ω (oriented 
according to an outward normal direction n) and Ψ is the Green function for 3D 
elliptic problems [Morse (1953)].  
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During MRI, the spatial distribution of B+ can be sampled in a regular grid of NV 

voxels. If we assume that each i-th voxel is homogeneous, (2) can be rewritten as  

( ) ( )0
1

V

i

N

i
i

dB dB P B ds j j B dv
dn dn

+
+ + +

∂Ω Ω
=

 Ψ
= Ψ − + ωµ σ+ ωε Ψ 

 
∑∫ ∫

         (3) 

In a general case, (3) is a complex equation involving NV complex unknowns (the 
complex conductivities σ + jωε of the NV voxels). By placing the reference point P at 
the barycentre of each voxel in turn, a system of NV independent equations is 
obtained, from which the conductivity and permittivity can be calculated.  

The proposed formulation has been specifically conceived to model 
heterogeneous regions (including discontinuities in the spatial distribution of the 
target parameters), avoiding image artifacts at the boundary between different 
tissues. Moreover, the use of the integrals in the right-hand side of (3) introduces a 
spontaneous compensation of the noise that affects the B+ values used in the integrals 
themselves. Thus, the size of the region Ω in which the EPT formulation is applied 
must be chosen as a trade-off between the computational burden (the larger NV, the 
bigger the algebraic system to solve) and the need for noise mitigation. 

A residual issue resides in the noise that affects the reference value B+(P) in each 
equation of the system. To make the procedure more robust with respect to it, the 
unknowns in (3) can be grouped based on the tissue they belong to. This can be done 
exploiting the contrast image produced by the traditional MRI exam, which allows 
differentiating the different tissues in the scanned region. In this case, the number of 
unknowns becomes lower than NV and the application of (3) produces a rectangular 
system of equations, which can be solved in the least-square sense. 

If the magnitude of B+ is quite homogeneous (a common condition in clinical 
MRI scanners), it can be shown that a phase-based version of the proposed 
formulation holds, which allows calculating the conductivity σ from the knowledge 
of the phase of B+ only, hence simplifying the acquisition stage. 

At the conference, the performances of the proposed method will be illustrated 
and compared to those of other state-of-the-art EPT techniques. 
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Connecting effective behavioural models to high-dimensional experimental data
is one of the most important challenges in neuroscience. In this work, we show how
a link can be inferred between intracortical neural recordings performed during a
simple decision task and the ramping variable postulated by a threshold decision
model exploiting an artificial neural network (ANN).

We recorded the multi-unit activity (MUA) from a 96-channel array in the dorsal
premotor cortex of two monkeys performing a countermanding reaching task that
requires, in a subset of trials, to cancel the planned movement before its onset [2].
We trained a WaveNet-inspired and a multilayer perceptron causal ANN architec-
ture to map this complex data to an accumulation process as derived from theoretical
models.
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Our results show that neural recordings can be, to a large extent, mapped at the
single trial level to a ramping process, whose angular coefficient is tied to the in-
verse of the movement reaction time (RT). From the predicted ramp it is possible to
perform an early estimation of the RT and the outcome of a stop signal presented in
a subset of trials with a good level of accuracy. Moreover, the network generalises
nicely when tested on sessions having large temporal gaps with the ones used for
training (generalisation through time).

We then applied explainability techniques (xAI) to our network to extract insights
into the information hidden in the input data [4]. By combining already established
xAI algorithms based on Gradient methods and a newly proposed xAI method, that
we call “functional explainability”, we show how, by perturbing the output function
in principled ways, we obtain different spatiotemporal patterns of “saliency” in the
input. Notably, our results suggest that the information used to build the ramps (so
the decision process and consequently the RT) can be found very early after, if not
before, the instruction to initiate the movement (go signal)

We also employed methods of training influence (TracIn) to find the training
examples most relevant for a given prediction [3]. The results confirm that the per-
formance of the network on a given test trial is positively influenced by training
examples recorded weeks and even months before or after it. Furthermore, when
the network is trained on data from two monkeys, TracIn highlights a substantial
inter-subject influence, thus hinting at a partial shared representation of the hypoth-
esised ramping process at the neuronal level.

Influence functions are known to sometimes be biased by “global explanations”
[1] that are training examples that have a large impact on the training procedure
without being directly linkable to any relevant property of other elements present
in the dataset. We found that this holds also for our methods, where a few trials are
reported as highly influential for the vast majority of the tested data.

Such training examples are usually distinguished by a high “self influence”,
meaning that they are very important for learning themselves. This is typically
seen in noisy, affected by artefacts, mislabeled, or otherwise unique elements of
the dataset.

The correct identification of these data points is twofold useful. First, it is pos-
sible to clean the dataset, removing the inconsistent data and reducing the noise in
the training set. This may lead to better performances during successive retraining
of the network. Secondly, these examples may be linked to anomalous recordings
of the signal or to a deviation in the behaviour of the subject. This information can
be used by neurophysiologists to control or improve their experimental setting or to
find new interesting structures in the data.
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Fig. 1 Scheme of the workflow: Combined registration of subject behaviour and neural recordings
in a trial. Subject behaviour is used to extract the parameter of the theoretical model. An ANN
is trained to map the recordings to the theoretical model. During inference, it is possible to find
the model parameters of unseen trials and from that predict the subject behaviour. Explainability
algorithms applied to the ANN prediction can be used to discover new structures in the data.
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1 Expression of quantities in decibel

When dealing with a power-related quantity, P, one is often interested in the ratio
PdB of its value to a reference value P0 rather than to its SI value. The quantity PdB
is expressed in decibel (dB) as the decimal logarithmic ratio of P with respect to P0:

PdB = 10log10
P
P0

(1)

P = P010PdB . (2)

Equations (1) and (2) can be considered as measurement models, whose measur-
ands PdB and P are function of the input quantities P and PdB, respectively (P0 is a
constant).

2 Estimate and uncertainty

The JCGM 100 [1] approach to uncertainty evaluation is based essentially on Gauss’
law of propagation of variances, normally implying the linearisation of the mea-
surement model around the estimates of the input quantities. It is acknowledged
that non-linearities sufficiently strong in neighborhoods of the input estimates com-
parable with the magnitudes of the associated standard uncertainties might affect
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the evaluated uncertainty. What is not acknowledged is that non-linearities (as well
as asymmetrically distributed input values) can also bias the measurand estimate.
JCGM 101 [2] automatically takes these effects into account by assigning state-of-
knowledge probability distributions for the input quantities and propagating them
through the measurement model to produce a probability distribution for the possi-
ble values of the measurand. JCGM 100, on the contrary, does not explicitly discuss
this topic, and only considers a correction to the measurand estimate in an example
given in an Annex (see [1], F.2.4.4). Thus, in general, both the estimates and the
standard uncertainties provided by [1] differ from those of [2], the latter document
being considered as the gold standard.

The strong non-linearity of models (1) and (2) suggests that the JCGM 100 ap-
proach might be inadequate.

Indeed, in GUM-6 [3] it is written “. . . it is not recommended to perform uncer-
tainty calculations using logarithmic quantities in, for example, decibel. Logarith-
mic quantities should be converted to the equivalent linear format before performing
uncertainty calculations” (JCGM-GUM6).

When PdB has a normal distibution, P has a lognormal one. This assumption
appears reasonable when considering the structure of a typical acoustic or radio-
frequency power measurement. The signal is given by a number of devices in cas-
cade (transducers, amplifiers, filters, detectors . . . ), each one characterised by a sig-
nal gain with an uncertainty. When the signal is expressed in dB, all device gains
sum up with the original signal power; in the linear domain, instead, gains are mul-
tiplied. It is therefore reasonable that for dB quantities the additive central limit
theorem can be applied, and for linear quantities the multiplicative one, resulting in
normal and log-normal distributions of the quantity value respectively.

The talk will discuss exact conversion formulae for the distribution parameters,
the mean and the standard deviation of power quantities, from the linear to dB rep-
resentation to the linear one and vice versa, highlighting the bias introduced by the
JCGM 100 approach.
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1 Introduction

A key task in statistics is to describe the dependency structure between random
variables. However, such descriptions are often influenced by non-linear transfor-
mations of the considered variates. For instance, consider the chemical concentra-
tions c1, c2 of two substances. To find the dependency between both concentrations,
given some measurements of both variates, one might compute their Pearson cor-
relation. However, it could be argued that the log-concentration logc1, logc2 is a
more natural quantity, as it often tends to be normally distributed. In general, there
is no obvious relation between the Pearson correlation of the concentrations and the
correlation of the log-concentrations which then poses the question which of the
correlations is more the “correct” description of dependency.

The copula distribution is a powerful statistical tool to overcome such issues. By
separating the joint distribution of random variables from their marginals it allows
for a description of the dependence structure that is freed of arbitrary or mislead-
ing scalings and transformations. The key idea behind copulas is based on Sklar’s
theorem [Sklar(1959)] that states that the cumulative distribution function (cdf) of
a multivariate random variable can be written as a composition of the cdfs of the
marginals with the cdf C of a multivariate random variable with uniform marginals.
C is known as the copula and the according distribution as the copula distribution. In
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this talk we present a way to sample from the copula distribution using a Wasserstein
Generative Adversarial Network (WGAN), a generative model from deep learning.

2 Method and results

Only for a few distributions the copula distribution is explicitly known [Nelsen(2017)].
When modelling the copula of a multivariate distribution often additional assump-
tions have to be made about the underlying structure [Ling(2022)]. Using a gen-
erative model, such as a WGAN [Gulrajani(2017)], to learn the distribution in a
non-parametric fashion avoids such restrictions. However, we observe that the naive
learning of such a model on the copula distribution leads to an unstable behavior.
In fact, for a long part of the training time the samples of the trained WGAN only
partially cover the support the underlying copula distribution. To fix this issue we
propose a new model, which we call CopWGAN, whose loss function is enhanced
by the addition of a regularization term

LCopWGAN = LWGAN +
1
n

n

∑
i=1

W1(Γ
i;Unif([0,1])) , (1)

that measures the Wasserstein-1-distance between the marginals Γ i of the learned
WGAN distribution and the uniform distribution. This term substantially enhances
the training performance and leads to a good description of the dependency structure
by our trained model, cf. Figure 1. We study our method along various multivarariate
datasets and use different metrics to compare our results to competing approaches.
We observed throughout all datasets that our CopWGAN approach performed com-
parable or better than other methods with respect to the considered metrics.

This talk is based on the preprint [Martin(2023)], that is currently under review.

Fig. 1 Correlations of pairs
of variates from the california
housing dataset [Pace(1997)]
in copula space for different
methods according to the data
(x-axis) and trained genera-
tive models (y-axis). Different
generative models are de-
picted in different colors. Our
method (CopWGAN) is de-
picted in red. The diagonal is
shown as a dashed line.
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From “Wich” to “Why”: Interpretation map for
Explainable Deep Learning based on Influence
methods
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Abstract

In recent years, thanks to improved computational power and the collection of a
multitude of data, AI has become a fundamental tool in both basic research and in-
dustry. Despite this very rapid development, AI, in particular deep neural networks,
remains black boxes that are difficult to explain. This is a major limitation in the
application of these algorithms in sensitive fields such as clinical diagnosis, where
the robustness, transparency and reliability of the algorithm are indispensable for its
use. In tasks involving the study of images, especially their classification, a multi-
tude of xAI methods have been developed. However, in the medical field, saliency
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map techniques without quantitative evaluation of the goodness of explanation are
often used [Singh et al., 2020].

A very interesting class of xAI techniques is based on approximating the influ-
ence a train example has on the predictions made by the model. Theoretically, this
influence should be calculated as the difference between the score of network trained
without the example of interest, and the score of the network trained on the entire
dataset. While from a conceptual point of view, influence is a simple thing to un-
derstand, from a computational point of view it quickly becomes unmanageable and
necessarily requires approximations. Often, such approximations use the Hessian of
the loss function with respect to the network parameters, but this is not always easy
to calculate. Indeed, we rarely find ourselves at the end of a training cycle in an
absolute minimum of the landscape, but often in a local minimum, which does not
ensure that the Hessian matrix is defined as positive. There are methods where the
approximation of the influence only involves the first derivatives of the loss func-
tion, one of the most promising being known as TracIn [Pruthi et al., 2020]. This
method was originally presented on classification tasks but is fully generalisable to
different tasks and architectures.

The aim of this work is to implement this xAI technique in a specific clinical
problem, the segmentation of tumour brains in MRI, and also to provide information
regarding the interpretation and robustness of the algorithm. Influencing methods
are very powerful tools and seemingly easy to interpret by expert and non-expert
users. However, when the task becomes difficult to solve, it can become complicated
to interpret the results of the explanation. In the case of segmentation, this problem is
even more pronounced as the influence is an average over all pixels of the predicted
image, thus it is the collective behaviour of many classifications viewed in unison.

Algorithms such as TracIn answer the question “what is the train example that
positively or negatively influenced the specific prediction?”, but they do not give
any information as to “why” that particular example influenced the prediction, i.e.
on the basis of which features the choice is made. Our proposal is to calculate the
influence only on areas that the network predicts with less certainty. To do this we
need to calibrate [Guo et al., 2017] the neural network in such a way that we can
interpret the output of the neural network as the probability of the prediction, in
this way we reduce the number of features related to the influence metric. Then we
would like to find a similarity metric to answer the question “which train example,
had a positive influence on the prediction made by the model and why?”. In fact, we
expect that examples that have a positive influence also have features in common
with the prediction. However, the individual features used by the neural network to
complete the task are usually of little interest to the end user, as these are difficult for
humans to interpret. The idea is therefore to use a modality importance technique
[Jin et al., 2021] to extract which acquisition channel played a more important role
in prediction. Based on this, a similarity metric between train examples and model
predictions is constructed. This algorithm then needs to prove robust against dif-
ferent network architectures, so it is tested on different models to ensure that the
explanation does not depend on them.
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Extended Abstract 

The impact of manufacturing complexity on company performance can be significant, 

affecting productivity, efficiency, affordability, and quality if not managed correctly. 

Assessing and managing manufacturing complexity is a multifaceted task that 

involves both objective and subjective features, such as product complexity, assembly 

sequence, operator factors, and operation/management strategies. This study proposes 

a structured methodology to assess the perceived complexity of human-robot 

collaboration assembly processes. The methodology is based on 16 assembly 

complexity criteria and a multi-expert decision-making method for evaluation. 

Operators assign importance scores and agreement levels to each criterion using a 

five-level ordinal scale, and the linguistic data is processed using the Multi-Expert 

Multi-Criteria Decision Making (ME-MCDM) method [Yager(1993)]. This approach 

combines linguistic information provided for non-equally important criteria using 

maximum, minimum, and negation operators to obtain an overall synthetic linguistic 

value of perceived complexity using fuzzy logic. The proposed approach provides an 

assessment of perceived complexity at both individual and overall levels, aggregating 

all individual complexity assessments by the operator Ordered Weighted Average 

(OWA) [Yager(1993); Filev(1994)]. 
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The proposed approach for assessing perceived complexity of assembly is 

compared with a purely objective assessment method, firstly proposed by Sinha et al. 

[Sinha(2012)]. This model was validated in various studies, and its effectiveness in 

quantifying the complexity of industrial products was demonstrated [Verna(2022)]. It 

is based on the molecular orbital theory and is applied to the engineering domain to 

analyse the complexity of cyber-physical systems. The model represents a cyber-

physical system as several connected components where each component can be 

thought of as an atom, and the interfaces between them as inter-atomic interactions or 

chemical bonds. The complexity of the assembly is defined as the combination of 

three complexity components: handling complexity (𝐶1), connections complexity 

(𝐶2), and topological complexity (𝐶3), as follows 𝐶 = 𝐶1 + 𝐶2 ∙ 𝐶3. This objective 

model, based on structural characteristics of the assembly process, was used as a 

reference model for the subjective complexity model. 

The comparison between subjective and objective assessment of complexity was 

performed in a real-world production environment, using a human-robot collaboration 

process for manufacturing custom electronic boards with different levels of 

complexity. The results showed a significant correlation between individual perceived 

complexity and objective complexity, indicating that the proposed perceived 

complexity model can be linked to the objective model. As structural complexity 

increases, higher levels of individual perceived complexity become more likely, but 

the variability in perceived complexity varies with structural complexity. These 

findings suggest that individual operator ability and cognitive factors, such as training, 

knowledge, and cultural and organisational factors, play a role in perceived 

complexity and require further investigation. The study also suggests that using 

perceived complexity to assess assembly complexity is suitable for low- and medium-

complexity products, but not for high-complexity products, where objective 

complexity models may be more appropriate, since after a certain point operators do 

not distinguish between different levels of complexity. 

The proposed methodology and data analysis approach offer a new perspective on 

assessing perceived complexity, relying solely on synthesis operators and statistical 

tools suitable for categorical data. Engineers can use the study's results to minimise 

perceived complexity and ensure alignment between perceived and objective 

complexity.  
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1. Introduction 

Product conformity assessment is vital for a wide range of manufacturing, health 
and regulatory activities. For example, the nutritional composition of foods, levels of 
environmental contaminants in surface waters, the dosage of active ingredients in 
pharmaceuticals, the levels of biological indicators in clinical patients, thermal yield 
of fuels, and the geometric characteristics of engineered parts, all rely on 
measurement results falling within defined tolerances. As with all measured values, 
the results have associated uncertainties, which must be taken into account by 
accredited testing laboratories [1]. A number of guides and standards have been 
developed to assist laboratories in setting suitable decision criteria that take due 
account of measurement uncertainty (see, for example, references [2-6]).  
An important consideration in setting decision rules is the control of so-called 
producer and consumer risks – respectively, the probabilities of falsely rejecting or 
falsely accepting a test item. Typical guidance provides for low risks to both parties. 
Detailed guidance on the calculation of producer and consumer risks has been 
published by JCGM [7], and simpler explanations have been included in guidance 
for testing laboratories [2,5].  

Conformity assessment documentation often assumes normal, or at least 
symmetric, distributions for both the production process and the measurement 
process. In addition, measurement uncertainty is often assumed to be close to 
constant across the range of interest, an assumption that leads to simple symmetric 
‘guard bands’ for decision rules [2]. These are often reasonably safe assumptions 
where product or other tolerances are narrow relative to the expected mean value 
and where measurement uncertainties are small. Often, however, and particularly for 
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natural processes or contaminant emission monitoring, the process can generate 
material with a wide range of possible values, and measurement or sampling 
challenges  can lead to comparatively large uncertainties near control limits [8]. This 
can require the use of asymmetric uncertainty intervals [5, 8] and corresponding 
adjustments to decision rules. It then becomes more challenging to provide clear 
guidance for laboratories on the choice and implementation of decision rules. 

2. Allowing for asymmetry in conformity assessment guidance 

This study examines the effect on producer and consumer risks of selected 
departures from symmetry in the distribution of both process output and of 
measurement results. The study uses a combination of numerical methods, including 
numerical integration and simulation. The challenges of comparing and generalising 
results across different distributional assumptions and scenarios will be discussed, 
and results for a number of scenarios will be presented, together with some 
considerations for future guidance.  
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PyES - an open source software for the
computation of in solution and precipitation
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1 Science and Computers

Computer tools have increasingly become a necessity in the world of modern re-
search. From simple spreadsheets applications, such as Microsoft Excel, to more
elaborate instruments for solving complex computation tasks scientists has to in-
terface with a computer that assists him in their tasks. Unfortunately, more often
then not these tools are not readily available or are scarcely supported becoming
“abandonware”. From a survey conducted among the participants of the Network
for Equilibria and Chemical Thermodynamics Advanced Research, COST ACTION
- NECTAR CA18202(NEC, 2020), a European network of researchers dedicated to
the study of thermodynamic equilibria, it has been noted how scarce and inadequate
the available software to support the study of stability constants is.

It was therefore decided to re-write ES4, a terminal-based computer program
originally written by Prof. Silvio Sammartano from the Università degli Studi di
Messina and his co-workers in the last century using the BASIC programming lan-
guage (Arena et al, 1979) (Maggiore et al, 1976) (Daniele et al, 1984) (Casale et al,
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1989) (De Stefano et al, 1993), created with the aim of solving chemical equilibria
in solutions.

2 PyES

Building on its predecessor we developed PyES a new, open-source, practical,
graphical and multi-platform Python application. Our implementation has reached
feature parity with the original ES4, allowing the simulation of titrations and the
computation of species distribution of system of a theoretically infinite number of
chemical species. All the stability constants used in the computation can be dynam-
ically adjusted to correct for the effect of the ionic strength through an expanded
Debye-Hückel equation.

In addition to the revised logic for these calculations, this new version allows the
inclusion of precipitable species in the system, empowering the user to investigate
more complex systems. Finally, given the uncertainties for the input data, these are
propagated in the calculation, allowing to report the results with their respective
fiduciary range.

Various tests were conducted considering various real chemical systems, com-
paring results of our program with both ES4 and other analogous software to assess
the correctness of our code.
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Callendar Van Dusen interpolation by means of 
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nullspace method – an update 
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1. Introduction and scope 

The Callendar-Van Dusen (CVD) equation (Van Dusen, 1925) has been used for 

decades in the interpolation of platinum resistance thermometers (PRTs) calibration 

points. This empirical equation, which represents the extension to 𝑡 < 0 ℃ of the 

original Callendar equation (Callendar, 1899), can be written in several forms, one of 

the most used being 

 

𝑅 = 𝑅0 (1 + 𝐴 𝑡 + 𝐵 𝑡2 − 100 𝐶 𝑡3 + 𝐶 𝑡4),    (1) 

 

where R is the resistance of the PRT at temperature t, R0 is the resistance of the PRT 

at 0 °C, and A, B and C are coefficients of the interpolation. For temperatures above 

0 °C, the equation simplifies as the original Callendar equation:  

 

𝑅 = 𝑅0 (1 + 𝐴 𝑡 + 𝐵 𝑡2).       (2) 

 

There are currently no prescriptions on the mathematical method of interpolation 

for PRT calibration points, therefore there are a number of sub-optimal methods in 

use. Some of those are geared towards the optimization of subranges, while the well-

known Ordinary (or Weighted) Least Squares, while providing the best overall 

regression in terms of minimization of the loss function, can run into numerical issues. 

This work inquires into a novel method of interpolation that minimizes the squared 

sum of fit residuals along all the calibration range, therefore representing a means of 

uncertainty reduction in an overall calibration budget. 

2. Method 
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The interpolation system presented in this work makes use of Piecewise Constrained 

Least Squares (PCLS) and consists in the familiar least squares method to which a 

system of constraints is applied. 

Basically, the whole calibration range is interpolated by a spline, made up by the 

two forms of the CVD equations (Eqn. 1 for 𝑡 < 0 ℃ and Eqn. 2 for 𝑡 > 0 ℃). The 

constraints set is composed by the continuity conditions of Eqns 1 and 2, as well as 

their first derivative, at 𝑡 = 0 ℃. Other constraints are given by the equality conditions 

of coefficients of Eqns 1 and 2. 

The problem can be written as the minimization of the objective function: 

 

‖𝑋𝑏 − 𝑦‖2 
constrained by  

𝐶𝑏 = 𝑑, 
 

where b is the unknown vector of CVD coefficients, dimension n, of which only 3 are 

linearly independent; X is the Vandermonde matrix of the observations (Shores, 

2018), dimensions m × n, where m is the number of calibration points; y=Ri/R0 is the 

observations vector (resistance measurements), dimension m; C is the constraints 

matrix, dimension p × n, with p representing the number of constraints; d is the 

response vector of constraints, dimension p. 

3. Conclusions 

The theoretical construction of the system, based on the null-space method (Benzi 

et al., 2005), will be shown, as well as its practical implementation (Excel and R 

functions). Its computational advantages over the direct method will be shown, as well 

as the formal expression of the solution in case of heteroscedastic errors on the random 

variable (with variance-covariance matrix).  Also, a comparison with other methods 

of interpolation already in use will be provided using case studies. 
This work extends and completes the work presented at MSMM 2021. 
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Obsidian sourcing by combining SEM images
and machine learning
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Provenance studies of obsidian archaeological artefacts allow to understand the

links among ancient populations, their trade routes and their socio-economic con-
text. In the Mediterranean region, the number of geological sources of obsidian is
limited, and although chemical analysis remains the reference technique for sourc-
ing [Orange(2017)], other techniques have been investigated for screening purposes.
Among these, the examination in various samples of granulometry and morphology
of iron-based microphenocrysts embedded within the vitreous matrix allowed to val-
idate their provenance according to studies of their associated magnetic properties
[Ferrara(2019)]. Building upon these bases, we aim at exploiting all the microcrys-
talline phases typically present in obsidian rock, and visible in scanning electron
microscopy (SEM), as a fingerprint to assess the provenance of geological sam-
ples [Burton and Krinsley(1987)]. The identification of the origin of a sample is
a labelling process suited for supervised machine learning (ML) methods. In this
work, we exploit them for classifying the sources of obsidian samples coming from
different Mediterranean islands: Lipari, Sardinia, Pantelleria, Palmarola and Milos.
To this goal, we collected SEM backscattered electron images and Energy Disper-
sive X-ray Spectroscopy (EDX) data of geological samples. In typical SEM images
(Figure 1), features like microphenocrysts of different size, shape and contrast are
present. Although not specific, their average size, density, number, etc., can be ex-
tracted and fed to a ML algorithm that will find relationships among them uncatch-
able by the human eye. The challenging objective is to identify the provenance of
an obsidian sample within a limited set of possible sources using only SEM images,
an easily accessible and minimally invasive technique, by comparison with a refer-
ence database of pictures of known origin. However, in addition to morphological
features extracted from SEM images, relative intensities of EDX peaks of selected
chemical elements can also be used, at the expense of a reasonable increase in anal-
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ysis time, to enrich the set of parameters exploited by a suitable ML algorithm (e.g.
neural network, random forest), to properly classify the provenance of the obsidian
samples of the Mediterranean region. A critical analysis of the best parameters and
methods is proposed. The validation of the approach is studied with samples not
used to train the ML model. The comparison between the algorithms performance
on SEM pictures only or on SEM and EDX data and the scalability of this approach
to larger datasets and to a more comprehensive list of obsidian sources will be dis-
cussed. Perspectives of application of the method to archaeological artefacts will be
explored by analysing its robustness with a set of pictures of fragments raw surfaces.

Fig. 1 SEM backscattered electron images of obsidian fragments of different Mediterranean
sources. The magnification is the same for all the pictures.
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Overview

The aim of this work is to analyze the physiological variability of electric conduc-
tivity in the brain measured through electric properties tomography (EPT) using
Magnetic Resonance Imaging (MRI). Electric conductivity maps of 27 healthy vol-
unteers and 45 patients with pathologies of the white matter (WM) were estimated
based on water content [Michel et al. (2017)] measured using MR Fingerprinting
[Cencini et al. (2022)] (Fig. 1A).

For each subject, tissue class segmentation was performed to obtain a white mat-
ter mask (Fig. 1B) and the median conductivity within this region was measured.
A non-linear mixed effect model was used to identify sources of variability. The
inter-subject standard deviation of the median WM conductivity was estimated to
11 mS/m. The results in Fig 1C showed strong dependence of WM conductivity
with age.

We reported higher WM conductivity in patients with respect to control subjects.
To distinguish pathological changes from physiological variability, we established
a threshold value of 22.5 mS/m more than the age-dependent average of observed
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in the control group (Fig. 1D). These findings are important for the development of
biomarkers and personalized medicine using EPT, and demonstrate the potential of
metrology in this field.
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Fig. 1 A. Conductivity map on a transverse section for one subject. B. Segmentation of the white
matter. C. Median conductivity in WM for each subject with respect to age (black line); The blue
area is the prediction envelope at level 95%. D. For each subject, difference with the age-dependent
average calculated from the control group (threshold in purple).
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1. Introduction 

In the last decade, magnetic nanoparticles (MNPs) made of iron oxides have been 

intensively studied for potential application in cancer therapies based on magnetic 

hyperthermia [Vassallo (2023)]. One of the quantification indexes typically used to 

express the capability of MNPs to release heat is the specific loss power (SLP), 

which is the power dissipated per unit mass of magnetic material. The SLP strongly 

depends on the MNP hysteresis losses, which can be estimated by numerically 

solving the Landau-Lifshitz-Gilbert (LLG) equation. The MNP hysteresis losses 

depend on a plethora of parameters, including magnetic properties, shape, size and 

state of aggregation of the MNPs, as well as the frequency and amplitude of the 

exciting magnetic field. However, the numerical integration of the LLG equation is 

computationally very intensive and analysing all the possible combination of MNPs 

properties and magnetic field conditions is a daunting task. 

Machine learning (ML) techniques are a powerful tool in the analysis of large 

amount of data and very well suited to develop regression and predictive models 

depending on a high number of parameters. Leveraging the large dataset of 

micromagnetic simulation results, obtained by numerically solving the LLG 

equation for various types of MNPs under different experimental conditions, we 

present a comparison of the predictive performance of several regression models and 

ML techniques in the evaluation of MNP hysteresis losses and SLP. 

2. Methodology and results 

The initial dataset is obtained using the micromagnetic numerical solver we developed 

[Ferrero (2021)]. The magnetization dynamics of each MNP, assumed to be in the single-

domain state, is modelled by the LLG equation, with the inclusion of thermal effects, using 

the Langevin dynamics. 
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Using the numerical model we analyse the magnetic hysteresis behaviour of 

spherical MNPs made of different materials, and with a diameter ranging between 

10 nm and 40 nm. The applied magnetic field frequency varies between 100 kHz 

and 1 MHz, while the field amplitude varies between 5 kA/m and 50 kA/m for a 

total of nearly 800 calculated hysteresis loops. The hysteresis loops are characterized 

by three fundamental parameters, i.e. the area of the loop for the derivation of the 

SLP, the coercive field and the magnetic remanence. 

The inputs for the predictive models are the magnetic properties and size of the 

MNPs, and the magnetic field amplitude and frequency. 

Two ML approaches from the SkLearn library [Pedregosa (2011)] were tested: a 

Random Forest (RF) Regression algorithm and a shallow Neural Network (NN) with 

few layers. In Fig. 1 we report the preliminary analysis performed on the two models 

on randomly chosen test dataset, not used in the training process, which amounts to 

10% of the total original data. 

 

Figure 1: Regression analysis on a subset of the simulated dataset with two different regression methods: 
a Random Forest (RF) and a 3 layer Neural Network (NN). Below the computed magnetic hysteresis 

loops for a combination of different parameters to illustrate the variety of hysteresis loops shape.  
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1 Abstract

The Guide to the Expression of Uncertainty in Measurement (GUM) gives, through
the construction of uncertainty budgets and the law of propagation of uncertainty
(LPU), a way of adding up uncertainty contributions from various sources in order
to assign an uncertainty associated with a measurand. In this paper we are interested
in the reverse process, given (redundant) measurement data, what can be said about
the effects that contributed to the measurement data. We consider a response model
of the form

η =Cα +
K

∑
k=1

δ k, δ k ∈ N(0,Vk),

where the response η depends on α , often the parameters of primary interest, and
random effects δ k. Given an observed response y ∈ η , we wish to make inferences
about α but also δ k. A common situation has two effects sources, K = 2, where
δ 1 models some non-ideal or random behaviour of the system under study, and δ 2
models effects associated with the measurement system. Assuming a noninforma-
tive prior p(α) ∝ 1 for α , the posterior distribution for α is given by

α ∼ N(a,Va), a = (C⊤V−1C)−1C⊤V−1y, Va = (C⊤V−1C)−1, V =
K

∑
k=1

Vk.
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Setting r = y−Ca, it is possible to derive Gaussian posterior distributions for δ k
involving straightforward expressions involving r, Vk and V , k = 1, . . . ,K.

We are also interested in the case where the variance matrices Vk are only par-
tially characterised, e.g., Vk|σ2

k = σ2
k Vk,0 where φk = 1/σ2

k has a gamma prior dis-
tribution. We explore the use of the generalised singular value decomposition and
other approaches in deriving computationally efficient algorithms for providing in-
formation about the posterior distribution p(φ |y). The approaches will be illustrated
in applications in coordinate metrology and microflow measurement.
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Magnetic resonance imaging (MRI) is a non-invasive imaging modality used by 

clinicians to diagnose and monitor a variety of medical conditions. MRI utilizes both 

a powerful magnetic field and radiofrequency pulses to generate detailed images of 

the internal structures of the body. Furthermore, T2-mapping is a quantitative MRI 

(qMRI) technique used to calculate the transverse relaxation times (T2) of different 

tissues and display them for each voxel on a parametric map. Although this technique 

provides reliable quantitative information, there is little work on the uncertainty of 

measurements in MRI and their quantitative impact. Here, we aim to simulate signals 

from MRI pulse sequences, specifically the spin echo signal using the extended phase 

graph (EPG) principle. 

 

EPG [Henning (1991); Henning (1991); Weigel (2015)] is commonly used for 

simulating signals obtained from MRI pulse sequences. This technique applies a 

Fourier approach to solving the Bloch equations [Weigel (2015)]. The EPG method 

provides efficient modelling of MR sequences by isolating different events that lead 

to echo formation and modelling each one as a matrix containing the physics of 

excitation and evolution. The events, including the effect of gradients, RF pulses, 

relaxation and dephasing are characterised by matrix operations; therefore, efficiently 

quantifying the intensities of the echo signal. This approach allows us to build a 

modular flexible framework, whereby uncertainty propagation can then be effectively 

performed in a flexible, efficient, and extensible manner.  

  

By applying the EPG concept from [Weigel (2015)], we expressed each component 

(effect of gradients, RF pulses, relaxation, and dephasing) using matrix notation in 

python. We then simulated both noiseless (figure 1a) and noisy (figure 1b) spin echo 

signal data in python. The aim is to fit the T2-weighted signals to extract T2 values 

utilizing the qMRI Standardisation Processing (QSP) algorithms (Clarke et al., T2 or 

not T2? A new tool for consistent processing of qMRI parameters. Abstract submitted to 

MSMM (2023)) to aid in the standardisation of qMRI parameters.  

 

The EPG method is both an efficient technique in modelling a range of MR signals 

and enabling flexibility in uncertainty propagation. This concept could prove to be 

very useful in qMRI and can potentially be applied for the use of QSP.  
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Figure 1: Simulated Spin Echo Signal using the EPG concept. (a) 

A clean or noiseless representation of the spin echo signal and (b) a 

noisy spin echo signal, where a 2D gaussian distribution was added 

to both real and imaginary components of the spin echo vector.  
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1 Introduction

Advances in algorithms and computing capacities continue to increase the
popularity of neural networks. In particular, their use in safety-critical appli-
cations (e.g. aviation, transport, telecommunications) poses new challenges
with regard to the consideration of uncertainties in their input data. If these
consist of sensor measurements, metrology provides a standard reference for
dealing with such uncertainties in the internationally harmonised and recog-
nised “Guide to the expression of uncertainty in measurements” (GUM). In
this work, the key results of a solid mathematical framework established
at Physikalisch-Technische Bundesanstalt for applying the principles of the
GUM to simple neural networks, so-called multilayer perceptrons, is pre-
sented. The results are applied to sample network architectures equipped
with a choice of three distinct activation functions, of which one was devel-
oped specifically to meet the needs of metrological use cases. Neural net-
work robustness verification served as a theoretical, metrological use case
to apply the results. FAIR software is made available to enable emergent
research (Ludwig, 2023).
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2 Law of propagation of uncertainty for deep neural
networks

One of the key result of the presented work is the deduction of a law of
propagation of uncertainty for deep neural networks (DNN) based on Sup-
plement 2 of the Guide to the expression of uncertainty in measurement
(GUM S2) (JCGM, 2011):

Theorem 1 (law of propagation of uncertainty for deep neural net-
works). Let f be a DNN in the shape of an already trained, fully-connected,
feed-forward multi-layer perceptron (MLP), with completely certain parame-
ters, ℓ ∈ N the number of layers in addition to the input layer, n(0), . . . , n(ℓ) ∈

N the number of neurons per layer, x(0) =
(
x
(0)
j

)n(0)

j=1
∈ Rn(0) the input vector

comprised of the best estimates of the input quantities Xj ,Ux(0) the associated
covariance matrix and W (i), i = 1, . . . , ℓ the i-th layer’s weight matrix. Fur-
ther let each activation function h

(i)
k : R → R, i = 1, . . . , ℓ, k = 1, . . . , n(i) be

continuously differentiable on R. Then the law of propagation of uncertainty
according to GUM S2 (JCGM, 2011, paragraph 6.2.1.3) can be applied to
propagate the covariance matrix Ux(0) associated with the inputs to compute
the covariance matrix Ux(ℓ) associated with the outputs x(ℓ) as

Ux(ℓ) =
( ℓ−1∏

i=0

H(ℓ−i)W (ℓ−i)
)
Ux(0)

( ℓ∏
i=1

W (i)TH(i)
)
, (LPU for DNN)

with the diagonal matrices H(i)

H(i) := diag

(
dh

(i)
k

dz
(z

(i)
k )

)
k=1,...,n(i)

, i = 1, . . . , ℓ, (1)

where diag denotes the diag operator for vectors.
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Extended Abstract 

Digital Twins (DTs) are key enabling technologies to achieve and realise 

European strategic policies devoted to sustainability and digitalisation within Industry 

4.0 and the European Green Deal [He(2021)]. DTs are simulation models that 

accurately replicate physical systems in a virtual environment and include dynamic 

updates of the virtual model according to the observed state of its real counterpart to 

achieve a physical control of the latter. They consist of two parts, a Physical to Virtual 

(P2V) connection modelling the considered system, and a Virtual to Physical (V2P) 

connection, which implements prevention and control strategies to achieve the target 

accuracy in the physical system [Jones(2020)]. DTs find application in several 

strategic manufacturing fields [de Ketelaere(2022)] but, within manufacturing 

processes, the DT’s creation often neglects quality control measurements 

[Xin(2022)]. By neglecting measurements for quality control, their traceability, and 

the related uncertainty, the overall DT’s results, at process level, lack traceability and 

they cannot be associated with a confidence level in the prediction [Zheng(2020)]. 

Very few examples of DTs measurement related are reported in the literature 
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[Jones(2020)], and even less literature discusses DT uncertainty evaluation 

[Kochunas(2021)]. 

DTs require complex modelling which often leads to data driven approaches rather 

than explicit analytical models to comply with big data management and real time 

control. This challenges GUM application for uncertainty evaluation and rather calls 

for Bayesian and non-parametric approaches, often requiring a task-based evaluation. 

Furthermore, currently available methods for DT’s uncertainty evaluation often 

neglect coupling with the different parts of the DT, especially the links to the closed-

loop feedback control and the V2P connection. This is particularly critical because it 

introduces a closed-loop feedback and time-dependent control. Therefore, the 

precision and the accuracy of the prediction are a time and system state dependent 

function, which shall be evaluated and managed accordingly. Bayesian approaches 

with iterative update of the distribution of the DT’s output variables will allow a 

rigorous management of such coupling effect while allowing for the prior distribution 

estimation by non-parametric approaches, e.g. bootstrap sampling, to better condition 

the problem and achieve faster convergence. A rigorous definition of DT’s 

metrological characteristics is unavailable. Both accuracy and precision shall be 

defined catering for the V2P closed-loop feedback control. 

ViDiT project, funded by the European Partnership on Metrology, will progress 

beyond the state of the art by developing methods, suitable to cope with the above 

mentioned challenges, for uncertainty quantification for DTs representing complex 

measurement processes and mechanisms for four different applications 

(nanoindentation, NanoCyl, 3D robotic measurement, electrical measurement). 

Specifically, a case study for nanoindentation will be developed at Politecnico di 

Torino and Università degli Studi di Padova. In nanoindentation applications, the wear 

state of the indentation tip is a critical factor, and its shape needs to be continuously 

controlled to update the calibration or to know when it needs to be disposed of. 

Similarly, the thermal flux between the sample and the indenter is a critical factor 

biasing the results if the test is not performed a conditioned environment. Moreover, 

nanoindentation is highly sensitive to vibrations. A trustworthy DT of this process 

needs to be established to allow the status of the indentation tip to be monitored along 

with the correction of real time thermal and vibration effects. 
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1. Introduction 

Magnetic Resonance Imaging (MRI) is an important medical imaging technique 

frequently used in cardiology. Most current medical MRI applications provide 

qualitative images, relying on the contrast between healthy and pathological tissue 

for diagnosis. More recently, however, it has become possible to provide more 

quantitative information on (bio)-physical parameters, which can then be compared 

to reference values for healthy and pathological tissue or for different tissues. 

One important quantitative technique is Magnetic Resonance Fingerprinting 

(MRF) [1]. MRF uses variation in acquisition parameters in order to create unique 

temporal signal curves, called “fingerprints”, which can be matched to a 

predetermined dictionary of signal evolution patterns for various tissue types. This 

allows quantitative determination of parameters such as longitudinal (T1) and 

transverse (T2) relaxation times, at the voxel level, for different tissues [1-3]. These 

parameters can provide useful diagnostic information for a range of human diseases.  

MRF is a complex series of events, dependent on the choice of a number of 

key MR acquisition parameters, including pulse and acquisition timings and Rf 

excitation (‘flip angles’). Recent work within the Quiero project [4] has focused on 

improvement of MRF through uncertainty quantification [5], improved data analysis 

[6] and  optimisation of MRF acquisition parameters for more accurate 

determination of relaxation times in cardiac MRF [7].  
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2. Application of experimental design 

In this presentation, we describe the practical application of experimental 

design approaches, in conjunction with digital twin and phantom experiments, to 

choose optimal acquisition parameter combinations for accurate relaxation time 

determination. 

The experimental design approach used factorial and fractional factorial 

screening designs to identify the most significant effects on relaxation time 

accuracy, and to choose between important qualitative features of the acquisition 

schemes used. Factors studied included flip angle amplitude, lobe size, the presence 

of T2-preparation pulses, repetition rates, number of pulses and pulse durations. The 

designs were chosen to allow characterisation of main effects and two-way 

interactions. The designs were applied to a series of simulated experiments using 

digital twins, for which exact relaxation parameters were known, and the results 

were compared to experiments on a physical phantom with previously characterised 

relaxation times. Results were assessed using linear modelling for raw coefficients, 

with Cohen’s f used to characterise standardised effect size. Following identification 

of qualitative settings, a central composite design was used to assess the effect of 

pulse flip angle and lobe duration on the accuracy of T1 and T2. Lobe size and pulse 

duration (flip angle) were chosen for optimisation on the basis of effect size. Results 

were assessed using response surface modelling to locate optimal settings.  

Practical considerations discussed will include the choice of parameters for 

study, including the use of simplified descriptors for the many pulse angles and 

timings in each acquisition scheme, together with accommodation for operational 

factors that prevented independent analysis of some parameters. 

3. Results and conclusions 

Based on standardised effect sizes, T2-preparation pulses were found to influence 

the accuracy of T2. T2 accuracy and precision were found to improve with larger 

flip angle amplitudes, for both simulations and phantom experiments. The effects 

were also verified qualitatively in in-vivo scans [7]. Accuracy and precision of T1 

appeared robust to different design parameters, with improved values for faster flip 

angle variation. The use of formal experimental design approaches assisted in 

identifying key acquisition parameters, exploring the design space, and in 

identifying optimal settings. 
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1 Introduction

Virtual experiments (VEs) and digital twins (DTs) are key enabling technologies to
achieve and realise European strategic policies devoted to sustainability and digi-
talisation within the complex framework of Industry 4.0 and the European Green
Deal [He(2021)]. VEs and DTs are both simulation models that accurately repli-
cate physical systems and their characteristics in a virtual environment. DTs also
include dynamic updates of the virtual model according to the observed state of
its real counterpart. Hence, they consist of two parts, a Physical-to-Virtual con-
nection which models the considered system, and a Virtual-to-Physical connection,
which implements control strategies to achieve target results in the physical system
[Jones(2020)].

In [Orji(2018)], several examples are stated which explain how virtual metrology
could be used to enhance the usefulness of real metrology, e.g. by predicting out-
comes for parameters that cannot be measured non-destructively. This use of VEs
and DTs in metrology will require uncertainty evaluation methods to be developed.
Furthermore, frameworks for the validation of VEs/DTs need to be constructed to
ensure traceability for these virtual models. The European Partnership on Metrol-
ogy project ”Trustworthy virtual experiments and digital twins” (ViDiT) addresses
these challenges. The methods developed in this project will ensure trust in the re-
sults generated by the VEs/DTs. Hence, they are a premise for further digitalisation
in metrology.

2 The ViDiT project

The aim of the ViDiT project is to develop methods and tools that enable ensuring
the reliability and trustworthiness of VEs and DTs in metrology. The project has
a duration of three years. The consortium consists of eight National Metrology In-
stitutes (NMIs), five universities, two research centres, and six industrial partners
bringing together metrological expertise, scientific knowledge, and experience in
industrial applications.

The project is divided into four technical work packages (WPs), see Fig. 1. The
objectives of WP 1 and WP 2 are to develop uncertainty evaluation methods for VEs
and DTs, respectively. In this context, current state-of-the-art uncertainty evaluation
methods will be used, such as Bayesian or Monte Carlo approaches or as docu-
mented in the GUM [GUM(2018)]. In WP 1, these methods will be applied to the
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following three metrological applications: coordinate measuring machine (CMM),
tilted wave interferometer (TWI), and flow measurement. In WP 2, the following
four complex measurement use cases will be considered: 3D robotic measurement,
nanoindentation, NanoCyl, and electrical measurements. Since all the considered
DTs include dynamic effects, the models have to be updated according to sensor
data. WP 3 develops validation approaches for all seven applications mentioned
above. Here, statistical procedures will be used for the assessment of differences
between calibrated standards and corresponding data from their virtual counterpart.
Furthermore, surrogate models will be constructed for one VE application (flow
measurement) and one DT application (3D robotic measurement). The surrogate
models will be validated against traceable measurement data, and improved as nec-
essary. After having developed the methods for uncertainty evaluation and validation
in WPs 1-3, they will be applied to twelve industrial case studies in WP 4. This will
demonstrate the practical applicability and transferability of the developed methods
in real industrial environments.
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Fig. 1 Illustration of the four technical work packages of the ViDiT project, as well as the seven
different metrological applications considered throughout the project.
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1. Introduction 

Magnetic hyperthermia is a cancer treatment that involves the use of magnetic 
nanoparticles (MNPs) to selectively heat diseased tissues. The MNPs are injected in 
the tumour region and then activated through the application of an alternating current 
(AC) magnetic field, with a frequency in the range from 50 kHz to 1 MHz 
[Perigo(2015)]. MNP activation causes the local release of heat, which leads to an 
increase in the temperature within the tumour, promoting the damage of cancer cells. 
A crucial aspect when planning magnetic hyperthermia preclinical tests, commonly 
conducted on murine models (mice, rats) [Rodrigues(2020)], is the monitoring of the 
temperature increase, considering that the target range of 40-45 °C should be ideally 
reached in the entire tumour region for a sufficiently long time (from 20–30 min up 
to one hour). 

In this framework, we develop a physic-based modelling approach that combines 
in silico models with regression methods to simulate the thermal effects due to AC 
magnetic field exposure and MNP heat release during magnetic hyperthermia 
preclinical tests. Several types of MNPs are tested, under different magnetic field 
conditions and for variable MNP dose administered to the tumour region.  

1.1 Methods 

The thermal effects due to MNP activation and magnetic field exposure are 
investigated by evaluating the maximum temperature Tmax and the average 
temperature Tavg within the tumour region. To this aim, we determine the temperature 
distribution within the animal body by solving Pennes’ bioheat equation, taking into 
account possible eddy current effects due to field exposure by means of a low-
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frequency electromagnetic field solver [Manzin(2021), Vicentini(2022)]. Different 
regression models (e.g., linear, support vector machine, and Gaussian process 
regression) are compared to predict Tmax and Tavg, and thus enlarge the amount of 
synthetic data for experimental conditions that are not numerically simulated. 

 
Figure 1: The table reports the comparison between four regression models for the evaluation of the 
maximum temperature (Tmax) within the tumour region of a 30 g mouse model (schematized on the left) 
for manganese ferrite (MnFeO) NPs with citrate coating [Soetaert(2017)], activated with a uniform 150 
kHz magnetic field. The diagram on the right shows the results obtained for Tmax, as a function of 
magnetic material concentration [Fe] and magnetic field peak amplitude Ĥa, predicted with the 
Gaussian process regression method. The black dashed lines define the therapeutic range of 40-45 °C. 

1.2 Results 

We perform a comprehensive analysis, significantly expanded thanks to regression 
models, to compare the heating efficiency of different types of MNPs 
[Soetaert(2017)] as a function of AC magnetic field parameters (frequency and peak 
amplitude) and MNP dose. The investigation is carried out on two murine models, a 
30 g mouse and a 500 g rat, under the assumption that MNPs are uniformly 
distributed within the tumour region.  

As an example, Figure 1 reports the results obtained for Tmax, calculated for the 
mouse model when treated with manganese ferrite (MnFeO) NPs with citrate 
coating. 
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Data smoothing and its application to the
evaluation of the measurement uncertainty in a
humidity standard

R. Nobakht, R. Cuccaro, V. Fernicola

Abstract In the production of ultra-high purity industrial gases used in advanced
semiconductor fabrication, measuring water vapor contamination at the parts per
billion level is crucial. INRiM developed a primary trace humidity standard able to
producing a stream of moist gas with a frost-point temperature between -100 °C
and -25 °C (or, equivalently, with an amount fraction from 15 ppb to 600 ppm) with
an expanded uncertainty of better than 0.5 °C at the lowest temperature. The study
evaluates different smoothing techniques like moving average, Gaussian-weighted
moving average, and Savitzky-Golay, and their impact on measurement standard
deviation and output uncertainty.

Key words: uncertainty analysis, data smoothing, humidity standard, calibration
facilities

1 Theory

Humidity generators use gas stream (N2, Ar, H2, air) passing over water or ice
at known temperature Tsat. Gas is saturated with water vapor, expressed as mole
fraction x using Eq. 1, where e(Tsat) is the saturation water vapor pressure and
f (Tsat,Psat) corrects for non-ideal behavior of water vapor gas mixture at satura-
tor temperature Tsat and pressure Psat. Empirical equations calculate e(Tsat) and
f (Tsat,Psat) [Sonntag(1990), Greenspan(1976)].
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x =
e(Tsat) f (Tsat,Psat)

Psat
(1)

2 Method

In order to assess humidity standard generators, a detailed uncertainty analysis
is needed. The combined uncertainty of the amount fraction, uc(x), can be esti-
mated by propagating input parameter uncertainties weighted by their sensitivity
coefficients. Empirical formulations’ standard uncertainties and the standard un-
certainties of temperature and pressure, u(Tsat) and u(Psat) respectively, are used
to estimate this uncertainty. This calculation can be performed using equation 2:
[CIPM(1999), BIPM(2008), Lovell-Smith(2000), Lovell-Smith(2009)].

uc (x)=

√(
u(Tsat)

∂x
∂Tsat

)2

+

(
u(Psat)

∂x
∂Psat

)2

+

(
u(e)

∂x
∂e

)2

+

(
u( f )

∂x
∂ f

)2

(2)
In this work, statistical filters were applied to enhance the precision and reliabil-

ity of calibration and measurement capabilities by minimizing noise and improving
data distribution [Orfanidis(1996)]. The use of data smoothing techniques reduced
the standard deviation of pressure data by a factor of 4.5 and brought it closer to
a normal distribution. The study also revealed that an optimal filter can decrease
the standard deviation of temperature measurements as low as 1 mK, which repre-
sents the ultimate threshold of temperature refinement. These findings underscore
the importance of statistical filters in enhancing the performance of the humidity
measurements.
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In 2014, several metrology institutes initiated the foundation of a European Centre 

for Mathematics and Statistics in Metrology. Three years later, the Memorandum of 

Understanding was signed by seven members. The aim of the centre was to 

aggregate, strengthen, focus and disseminate best practice in the field of 

mathematics and statistics in metrology. After EURAMET decided to launch 

metrology networks, the European Centre for Mathematics and Statistics was re-

established in 2019 as Mathmet, the European Metrology Network (EMN) for 

mathematics and statistics in metrology. In the same year, a four-year Joint Network 

Project (JNP 18NET05) was launched, pursuing the following key objectives: 

 

i. establish a stakeholder consultation process,  

ii. develop a strategic research agenda, and  

iii. develop quality assurance tools (data, software, guidelines). 
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This talk will present Mathmet's Strategic Research Agenda (SRA) as an output of 

the JNP. The development of the SRA was based on stakeholder consultations and 

the involvement of all EMN Mathmet members. 

  

The SRA identified cutting-edge developments in society for which mathematics 

and statistics will play an essential role:  

i. machine learning and artificial intelligence (AI), and  

ii. computational modelling and virtual metrology (VM).  

 

Neither topic belongs to the traditional research topics in the field of mathematics 

and statistics in metrology but are highly relevant in the dynamic development of 

digital transformation, with expected impact on a plethora of applications, in the 

health, energy, environment and industry sectors.  

 

Based on further stakeholder consultations and the needs of other EMNs, a classic 

(third) topic was included in the SRA:  

iii. data analysis and quantification of uncertainty (UQ).  

 

The talk will discuss the metrology requirements and challenges related to AI, VM 

and UQ and present a corresponding roadmap. 
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Optical scattering techniques are frequently used for the characterization of periodic 

nanostructures on surfaces in the semiconductor industry [1,2]. As a non-destructive 

technique, grazing incidence X-ray fluorescence (GIXRF) is of particular interest for 

many industrial applications. Mathematically, the reconstruction of nanostructures, 

i.e., of their geometrical parameters, can be rephrased in an inverse problem. Given 

grazing incidence X-ray fluorescence measurements, we want to recover the 

distribution of the geometry parameters of the grating. To account for measurement 

errors, we use Bayesian inversion.  

The standard approach to recover the distribution of the parameters are Markov 

Chain Monte Carlo (MCMC) based algorithms [3]. In this talk, we present invertible 

neural networks (INNs) [4,5] within the general concept of transport maps [6]. This 

means that we sample from a reference distribution and seek a diffeomorphic 

transport map, or more precisely its approximation by an INN, which maps this 

reference distribution to the posterior of interest. This approach has some advantages 

over standard MCMC–based methods:  

i) Given a transport map, which is computed in an offline step, the generation 

of independent posterior samples essentially reduces to sampling the 

freely chosen reference distribution. Additionally, observations 

indicate that learning the transport map requires less time than 

generating a sufficient amount of independent samples via MCMC.  

ii) Although the transport map is conditioned on a specific measurement, it 

can serve as a good initial guess for the transport related to similar 

measurements or as a prior in related inversion problems. Hence the 

effort to find a transport for different runs within the same experiment 

reduces drastically. An even more sophisticated way of using a 

pretrained diffeomorphism has been recently suggested in [7].  
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Having trained the INN, we compare its ability to recover the posterior distribution 

with the established MCMC method for fluorescence experiments.  

In the talk, we introduce INNs with an appropriate loss function to sample posterior 

distributions of inverse problems [7]. Furthermore, we describe the forward model 

in GIXRF and finally, we compare the performance of the INN with MCMC 

posterior sampling. 
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Abstract 

Numerous studies show the sensitization effect of a local increase in body  

temperature (hyperthermia) when applied in combination with radiation therapy 

[Datta(2015), Mallory(2016), Peeken(2017)]. 

One of the challenges of hyperthermia is delivering the appropriate amount 

of heat to a defined anatomical district, thus it is necessary to have an in-silico tool 

to better plan and evaluate the spatial and temporal temperature profiles. 

The aim of the project RaCHy (Radiotherapy Coupled with Hyperthermia) 

is to provide a reliable metrology framework for the evaluation of a class of 
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radiation-based therapies coupled with hyperthermia induced by therapeutic 

ultrasound, conventional electromagnetic radiation, magnetic nano particles. This 

contribution will describe the work conducted within the RaCHy project to develop a 

hyperthermia treatment planning tool for hyperthermia induced by therapeutic 

ultrasound. 

The entire simulation process and related critical issues will be described. 

The process consists of an initial simulation phase in which the propagation of the 

ultrasonic wave is described and the deposited heat is estimated. This is performed 

using the k-Wave toolbox [Treeby(2010)] with the holographic technique, in order 

to best reproduce the acoustic field generated by the HIFU transducer. The 

evaluation of the temperature increase is carried out from the heat deposited by the 

ultrasound waves by numerically solving the Pennes’ equation [Pennes(1948)] using 

the Alternating Direction Implicit Method. 

The results obtained for an ad-hoc phantom realized within the project will 

be illustrated. 
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Forecasting oxygen content in seawater

Gianfranco Durin, Marco Coı̈sson, Francesca Pennecchi, Andrea Bordone, Tiziana
Ciuffardi, Giancarlo Raiteri and Chiara Petrioli

High resolution monitoring stations and big data production are two of the occur-
ring challenges in ocean studies. To validate satellite data, make predictions on fast
seawater changes and provide early warnings for maritime activities, networks of
sensors producing high quality-data in real time are becoming a priority. The Inter-
net of Underwater Things (IoUT) technology of the Green Star project at Smart Bay
Santa Teresa in Lerici, Italy [SmartBay], aims to create a sensor network produc-
ing high resolution and quality data for marine ecosystem monitoring. A W-SENSE
wireless sensors network provides various parameters, such as temperature, oxy-
gen, conductivity etc. High-cost multi parametric probes such as CTD (Conductiv-
ity, Temperature and Depth) devices are also employed for IoUT sensor calibration
[Raiteri(2018)]. In this paper, we investigate the daily variability of the seawater
oxygen with the aim to link its temporal variations with a few environmental pa-
rameters such as solar irradiation, air and water temperature. The final goal is to
forecast the oxygen content on the base of weather forecast only, once time series of
a few years are acquired and tested with statistical and machine learning methods.
Since Dec. 2021, data have been acquired every 30 minutes, (see Figure - May
18-27, 2022). Here we consider the oxygen percentage (red curve), being 100% the
thermodinamic value calculated at the measured water temperature and salinity. The
oxygen content actually increases due to the phythoplankton production under the
solar radiation. In addition, various algae progressively grow over the sensor (an
effect named fouling), increasing the oxygen daily variability. To limit the fouling,
the sensors are cleaned every 8-10 days, when are compared with the CTD sensor
for calibration (red dot in Figure). Even with periodic cleaning, the fouling increases
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with time, especially in spring-summer due to the higher temperatures. Our first goal
is then to properly decompose the signal into a daily component (the Seasonal one
in time series analysis) and a Trend, taking into account long time variations, irre-
spective of fouling effects. We use the Seasonal-Trend decomposition using LOESS
(STL), known to be robust to outliers, where the seasonal component is allowed
to change over time. With this decomposition, we take daily means of a few pa-
rameters, namely the mean trend, the mean and standard deviation of the air and
water temperatures, the mean solar radiation. The data of 414 days (Dec. 2021 -
Apr. 2023) are then used in a random forest regressor, with the air and water tem-
peratures, the solar irradiation and the days passed from the last cleaning as input
parameters. Once properly renormalized, 90% of the data are used for train, and
10% for test, chosen randomly. We found out that the fluctuations of water and air
temperatures (i.e. the standard deviation), together with the number of days from
cleaning are totally irrelevant in the regression, while the solar radiation weights for
about 60%, and the mean water and air temperatures for 20% each. Remarkably, the
oxygen prediction are accurate within about 4 %. Future investigations will include
different methods of decomposition, and analysis of the time signal with recurrent
neural networks [O’Donncha(2022)].
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Fig. 1 Decomposition of the Oxygen content in % (red curve) with Trend (solid green line), Sea-
sonal and Residuals. Temperatures of water and air in blue, and solar radiation in gold.
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1. Introduction 

The European Metrology Network for Mathematics and Statistics (Mathmet), 
provides Quality Assurance Tools (QAT) for download from its website [1]. The 
aim of these tools is to help ensure fitness for purpose of data sets, software, and 
guidelines for metrology. This session will present the QAT, discuss its contents and 
the lessons learned during its development. 

A special session of MSMM 2021 [2] provided valuable feedback when the 
QAT was in development and referred to as a Quality Management System (QMS). 
The MSMM 2021 session was largely an exercise in presenting the thinking behind 
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the QAT and gathering ideas. This MSMM 2023 session will provide an update, 
describing how those ideas were implemented. The overall approach of the QAT, as 
summarised in [3], will also be presented. 

2. QAT for data, software, and guidelines  

The QAT consists of separate components for data, software, and guidelines. For 
data and software, an interactive risk assessment tool linked to supporting 
documentation guides the user in developing a quality management plan. The 
activities listed in the plan follow a typical life cycle from requirements capture to 
design and development, verification, and validation through to release and 
maintenance. For guidelines, there is a focus on understanding the provenance, 
bearing in mind that, for example, ISO Standards, OIML Recommendations and 
BIPM Guides, can be expected to be thoroughly reviewed. 

Pragmatism has underpinned the development of the QAT, which sets only high-
level requirements on users with the aim to ensure that there are no conflicts with 
the processes and procedures in-place and adopted by individual members of 
Mathmet. 

Presentations and training material [4], developed to publicise the QAT, will be 
discussed. Use-cases, updated from MSMM 2021, will illustrate how the QAT can 
help support the Mathmet Strategic Research Agenda (SRA) [5]. 

As Mathmet continues and evolves, so should the QAT. Feedback to help 
improve and encourage adoption of either the QAT or, more importantly, its 
underlying concepts will be vital.  

Acknowledgements 

The project 18NET05 MATHMET has received funding from the EMPIR 
programme co-financed by the Participating States and from the European Union’s 
Horizon 2020 research and innovation programme. 

References 

1. Mathmet European Metrology Network for Mathematics and Statistics: Quality Assurance Tools. 
https://www.euramet.org/european-metrology-networks/mathmet/activities/quality-assurance-tools 
Cited 20 March 2023 

2. MSMM 2021 http://www.msmm2021.polito.it/programme Cited 20 March 2023 
3. KJ Lines; J-L Hippolyte; I George; PM Harris: A MATHMET Quality Management System for 

data, software, and guidelines”. Acta IMEKO Journal Vol. 11 No. 4. (2022)  
4. TBC. Link to material generated at Mathmet QAT course held on 22 / 23 March 
5. Mathmet Strategic Research Agenda. https://www.euramet.org/european-metrology-

networks/mathmet/strategy/strategic-research-agenda Cited 20 March 2023 

https://www.euramet.org/european-metrology-networks/mathmet/activities/quality-assurance-tools
http://www.msmm2021.polito.it/programme
https://www.euramet.org/european-metrology-networks/mathmet/strategy/strategic-research-agenda
https://www.euramet.org/european-metrology-networks/mathmet/strategy/strategic-research-agenda


Myocardial Fibrosis Segmentation from MRF Images 

Martin Špendl1 and Constance G. F. Gatefait2 and Christoph Kolbitsch3 and Jure Žabkar4 

Key words: Magnetic Resonance Fingerprinting, Myocardial Fibrosis, Deep Learning 

1. Introduction 

Magnetic Resonance Fingerprinting (MRF) is a recent multiparametric quantitative MRI method, which can 

provide numerous parameters such as the relaxation times T1 and T2 [Ma(2013)]. In contrast to a classic MR 

protocol, MRF acquisition parameters are not fixed but vary throughout the scanning process. Thus, unique 

temporal signal curves are obtained for each combination of T1 and T2 values at the end of the scan. Those curves, 

named "fingerprints", are then voxel-wise matched to a pre-calculated dictionary, simulating the signal evolution 

for diverse tissue types (i.e. different combinations of T1 and T2). T1 and T2 quantitative maps are then obtained 

[Ma(2013), Bipin Mehta(2019)]. MRF can be used for cardiac imaging applications to help detect myocardium 

diseases, including fibrosis [Liu(2018), Hamilton(2020)]. 

Myocardial fibrosis is characterized by increased collagen production in tissues, leading to a stiffening of the 

cardiac muscle. Those scarred tissues also lead to elevated T1 and T2 values. Quantitative MRI is a non-invasive 

way to quantify it in order to treat it and prevent related diseases [Bing(2019), Liu(2017)]. 

The task we address in this experiment resembles an anomaly detection task, where fibrosis represents the anomaly 

of a normal heart MRF scan. In a classic anomaly detection problem, the task is to detect an anomalous sample 

among mostly anomaly-free samples. Detection algorithms thus focus on detecting rare patterns and variations in 

shapes. In medicine, the problem is reversed: healthy subjects are not routinely scanned with expensive medical 

imaging techniques such as MRF and only the patients suspected of having a disease are scanned with MRF. Our 

data set resembles such discrepancy by having 197 cases with an anomaly and only 3 without it. Due to a small 

size and disproportional amount of anomaly in the data set, state-of-the-art anomaly detection approaches are not 

directly applicable to our use case. 

2. Experiments 

Our in-situ data set consists of 200 simulations of MRF acquisition and reconstruction of artificial hearts based 

on the XCAT phantom [Segars(2010)]. Each simulation sample is represented by two 120x120 grey-scale images 

of T1 and T2 reconstruction signals. The XCAT phantom assumes a patient with focal fibrosis in the myocardium 

in 197 out of 200 cases; 3 cases represent a healthy myocardium without fibrosis. The fibrosis was simulated with 

increased T1 and T2 values compared to healthy myocardium. 
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Figure 1: Schema of a workflow for model evaluation. a) Lung denoising of test images, b) model prediction, c) 

extraction of fibrosis pixels in the prediction, d) extraction of fibrosis pixels in the ground truth segmentation, e) 

evaluation of fibrosis prediction using Jaccard similarity index or RMSE 

 

Our segmentation model was based on the U-Net encoder-decoder architecture with slight 

modifications from the model in the RIAD method [Zavrtanik(2021)]. Inputs to the model are T1 and 

T2 images, and the target variable is the per-pixel segmentation matrix. We evaluate models in a 2-fold 

cross-validation. Using the ground truth segmentation annotations for test samples, we construct a 

binary matrix depicting pixels with fibrosis labels. For model evaluation, we use the Jaccard similarity 

index and RMSE between ground truth fibrosis segmentation and predicted segmentation. For the 

Jaccard similarity index, the threshold of 0.5 is applied to the predicted fibrosis segmentation to get a 

set of predicted pixels. Intersection and union are calculated with a set of ground truth fibrosis pixels. 

We calculate RMSE between ground truth segmentation of fibrosis and predicted values. Calculated 

error is a single value estimate of model performance on fibrosis segmentation. 

3. Conclusion 

Our approach to assigning uncertainty to fibrosis segmentation is an important step toward clinical usage. Our 

model achieves reliable performance even in samples that are challenging to predict by a human observer. We 

show that using both T1 and T2 images can improve the detection capabilities of the model. We believe the 

approach has a great potential in future transfer learning tasks for in-vivo samples. 
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1. Introduction 

Spatial data fusion is widely applied in dimensional metrology (quality control) and computer 
vision applications. Data fusion is defined as the combination of data from several sensors into 
a common representational format to obtain more complete, detailed and accurate 

measurements [Weckenmann(2009)]. The resulting data is used for comparison with CAD 
models, to verify the conformance to the design tolerance specifications of the manufactured 
parts, or for 3D reconstruction. 

One of the processes in data fusion is point cloud registration. It aims to align 
measurements, initially in the sensors coordinate systems, then into the coordinate system of 
the measured part [Zhu(2019)]. Depending on whether two or more point clouds are aligned, 
the algorithm is classified as pairwise or groupwise, and the estimated transformation can be 
classified as either rigid or non-rigid. The most commonly used pairwise algorithm is the 

Iterative Closest Point (ICP) and it is subject to many variants to improve its robustness and 
computational time [Jiang(2020)]. 

2. Literature on the evaluation of point cloud registration 

The robustness, speed and accuracy of registration algorithms are impacted by large relative 
transformations, measurement noise, partial overlaps, density variations and symmetries in the 
data. In the literature, the accuracy of these algorithms is evaluated with synthetic point clouds 
based on pre-generated data sets, usually from a sampling of CAD models. Data augmentation 

is performed on these point clouds to study the impact of different transformations, noise, 
overlaps, etc., on the registration accuracy [Zhu(2019)]. 

Point clouds have a predefined relative transformation, and the accuracy of the registration 
is often quantified by the difference between the predefined and estimated relative 
transformation, or the difference in point positions. This metric, as well as the cost functions to 
minimize in ICP variants, tend to approximate the orthogonal deviation of the points from the 
underlying surface. However, no constraints have been applied to the point cloud generation. 
Constraints could ensure that the minimum deviations are achieved at the predefined relative 

transformation to qualify the generated point clouds as reference data. 
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Similar constraints have been used in point cloud generation to evaluate the fitting of form 
by association [Forbes(2011)]. For these evaluations, reference data are inputted to the software 

under test and the returned value is compared to the reference value with known uncertainty. 
Afterwards, the software under test is validated based on a performance measure and degree of 
difficulty. 

3. Proposed reference data generation 

In this study, a metric and a reference data generation method are proposed for the point cloud 
registration process. The metric is based on quadratic orthogonal deviations d between 

estimated point positions in one point cloud and the underlying surface in the other point cloud. 
Therefore, the registration process is formulated as a Least Squares Orthogonal Distance 
Regression (LSODR) problem. Then, the reference data generation is based on a nullspace 
approach to obtain a misaligned point cloud pair with known predefined rigid transformation T 
(Fig. 1). 

This method is applied on ICP variants to evaluate their accuracy, and the uncertainty on 
the estimated transformation is evaluated by Monte Carlo simulations. The generalization of 
this data generation method is also discussed for non-rigid and groupwise registrations with the 
aim to evaluate additional data fusion processes in future work. 

 

Figure 1: Reference point cloud pair generation on a sinusoidal surface: (a) points sampling; (b) addition 

of constrained orthogonal deviations d*; (c) application of a predefined relative transformation T. 
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1. Introduction 

Magnetic Resonance Imaging (MRI) is a widely diffused, non-invasive diagnostic 

imaging technique used in clinics to acquire detailed information about anatomy and 

functions of different organs, in both health and disease conditions [Keenan (2018)]. 

MRI provides excellent anatomical details due to its high soft-tissue contrast and the 

possibility to differentiate between several types of tissues by means of different 

acquisition protocols. However, MRI measurements are strongly susceptible to 

differences in the image acquisition parameters and used scanners, making 

complicated the comparison of data obtained in large-scale trials and multi-site 

studies. 

To validate the techniques adopted for the analysis of the acquired images, 

reference data (ground truth) are required. These can be provided by computer-

generated virtual models (digital phantoms) with known anatomy and physiological 

functions, to be used as a gold standard for evaluating and improving MRI devices, 

image processing and reconstruction techniques.  

In the framework of the European Metrological Project 20NRM05 iMET-MRI 

“Improved Metrology for Quantitative MRI” [Hall (2022)], we have developed an 

MRI simulator based on the Bloch equations to produce realistic images, first, as a 

ground truth for signal generation and image production process and, second, as a 

validation tool for quantitative analysis. The solver is parallelized and developed to 

run on a CUDA compatible GPU-accelerated environment. 

2. Methodology and results 

The MRI solver we have implemented enables us to compute, in a voxel-based 

domain representing the digital phantom, the Bloch equations: 
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where M = (Mx,My,Mz)T is the macroscopic nuclear magnetization vector within a 

voxel, M0 is the amplitude of the magnetization at equilibrium and γ is the 

gyromagnetic ratio. These equations describe the precessional motion of M, under 

the effect of a static magnetic field B0, a radio-frequency (RF) contrast-generating 

magnetic field pulse sequence B1 and a set of imaging/encoding time-dependent 

magnetic field gradients G [Webb (2016)]. The solver allows the simulation of the 

entire MRI signal generation process, calculating the k-space data that can then be 

converted into an image via inverse Fourier transform. 

To each voxel of the digital phantom we assign, as material properties, the two 

relaxation times T1 and T2, and the proton density. The exciting and encoding fields 

are inputted to the solver with a Python script based on the PyPulseq library [Ravi 

(2019)]. The magnetization components are acquired at precise time intervals 

producing the MRI signal, which permits to generate the synthetic image. 

As an example, we reproduce the behaviour of a reference phantom with known 

material properties under the effect of a simple MR sequences, with the aim of 

recovering the T2 material parameter. To this aim, we calculate a series of spin-echo 

images, acquired at different echo time values TE (5 ms, 25 ms, 50 ms and 100 ms). 

Each image has a resolution of 256 x 256 pixels. Using the grey scale levels, a 

parameter fitting analysis has been performed to reconstruct the value of T2 of each 

tissue-like material. As shown in Fig. 1, the true T2 values are accurately 

reconstructed ,also considering the pixel-pixel variance. 

 

Figure 1: Images from a spin-echo sequence applied on a digital phantom containing three objects with 
different T2 values, calculated at echo time TE of 5 ms, 25 ms, 50 ms and 100 ms. The T2 values are 

reconstructed with the estimated error depending on the variation inside the material circled region. 
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1. Introduction 

The circularity is an essential geometrical characteristic for assessing the roundness 

of critical mechanical components such as ball bearings rolling elements and piston-

cylinder. However, various sources of error limit its assessment. Precision design 

principles [Leach2018] applied in the development of accurate circularity measuring 

devices are often completed by error separation techniques (ESTs). Although ESTs 

leads to enhanced measurement uncertainty, they still have residual errors due to 

positioning errors, environmental disturbances and probe non-linearity. 

Traditional methods for quantifying these errors effects provide limited 

information and rely on assumptions that can bias uncertainty estimates. Monte Carlo 

simulations are a better tool for accurately estimating measurement uncertainty and 

identifying individual contributions. This study applies Monte Carlo simulations to 

the multi-step EST for roundness measurements. The aim is to identify the most 

important contributors to the uncertainty and to improve the accuracy. 

2.  Monte Carlo simulations, discussions and conclusion 

The measurement datasets (measured part form p, spindle synchronous/asynchronous 

error motion B) are generated by simulation with harmonics of 1µm amplitude and 

frequencies in the range of [2, 15] upr. The main error sources and corresponding 

distributions for the multi-step EST, including the measured part positioning errors, 

probe nonlinearity and thermal drift [Cappa2014], are selected in the range of 0.02°, 

±5 nm and ±0.5 °C respectively, to match the actual experimental observations. The 

calculations are performed over 200 000 iterations (Figure 1 (a)-(c)). 
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As expected [Cappa2014], the results given in Figure 1 (d)-(i), show that the 

measurement uncertainty is inversely proportional to the number of measurements N. 

The uncertainty associated with multi-step can be reduced by a factor of ~1.5, by 

doubling the number of measurements under similar environmental conditions. It can 

be noted that the probe nonlinearity stands as the major contributor to the uncertainty 

in the given measurement conditions. Further analysis includes the examination of 

different experimental conditions and ESTs such as reversal and multiprobe. 

 

    

   

     
Figure 1: MC simulation results; distributions of error sources and their effects for N=12: (a) positioning 

errors, (b) nonlinearity, (c) thermal gradient, (d) positioning error effect, (e) nonlinearity effect, (f) thermal 

gradient effect; (g) resulting measurement error, (h) Std of resulting measurement error and (i) distribution of 

resulting measurement error  
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Reference data for Electrical Resistance
Tomography
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Abstract

The assessment of the electrical properties of thin-film and nano-structured mate-
rials over large area (e.g. like graphene and topological insulators, nano-wire net-
works, conductive polymers) is of primary importance for the up-scaling of labora-
tory advances in these fields [1, 2, 3]. Electrical Resistance Tomography (ERT) is
a technique that allows for the mapping of the electrical conductivity of thin film
materials by performing only boundary electrical measurements [4]. In particular,
the ERT boundary measurements consist in a series of four-terminal resistance mea-
surements performed over a number of contacts, following a suitable measurement
sequence. The 1D measurements vector, is then used as the input quantity for a
suitable solver to retrieve a 2D conductivity distribution array; this calculation rep-
resents an ill-posed inverse problem [5].

Many implementations of inverse solvers, some of which of particular interest
for ERT in material science, have been proposed [6]. Since ERT represents both
a challenge in terms of measurement science and of algorithms development, the
availability of open and interchangeable reference datasets would be of great inter-
est for a fruitful exchange among different scientific communities. The last draft
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of the MATHMET’s Strategic Research Agenda1, sec. 4.2.1, cites ERT as one of
the techniques that would take advantage form the availability of such a reference
dataset2. At the conference we will present a first draft of a machine-readable refer-
ence dataset structure for ERT measurements on thin film materials, based on XLM
language. Reference data will include ERT measurements, along with a set of meta-
data, such as information about the samples (geometry, materials), the measurement
protocol used to perform the ERT multiterminal measurements, the measurements
uncertainty, instrumentation specifications.
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The thermal dynamics of a brake pad, and the
estimation of its thermal parameters
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It is well known that repeated or sustained application of the brakes can heat
up the pads and the rotor so much that the braking performances get dramatically
reduced. This phenomenon, called fading, could be easily prevented if the rotor
temperature was known while driving. Unfortunately, such a temperature can be
measured only using experimental setups not feasible for on board applications.
Despite the main physical laws governing heat transfer are well known, a reliable
mathematical model to predict the temperature of interest from the dynamics of the
car is not currently available. The main difficulties are both the intrinsical aleatority
of breaking events and the lack of any information about the temperatures inside
the braking system in working conditions (high temperatures, high pressure, wear,
dust. . . ) that makes it impossible to tune the model so that it does not drift away
from real data.

A recent breakthrough in this field is the invention of GALT. Smart Pad by ITT
that makes possible to measure the temperature at the backplate of the Pad. Despite it
is not exactly the temperature of interest, we aim at using it to estimate the rotor tem-
perature. The heat equation, indeed, can be solved to derive the entire temperature
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profile of the pad, given as side conditions both the measured backplate temperature
and the estimated energy instantaneously dissipated in the braking events. In view
of an application of such model to predict the temperature of interest, we propose
a method to solve the inverse problem, i.e. to infer the (some) thermal parameters
of the friction material, knowing the temperature of some points inside the friction
material itself (including backplate and pad/rotor interface temperatures). This talk
will describe such first step towards our goal, that also provides us with a validation
of the model.
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1. Abstract 

Due to their promising performance for data-driven prediction, data-driven machine 

learning (ML) methods have become increasingly popular in the chemical and 

pharmaceutical fields. Among the several application areas, algorithms such as 

Partial Least Squares – Discriminant Analysis (PLS-DA), Random Forest (RF), 

Neural Networks (NN) and Support Vector Machines (SVM) exhibit promising 

results in the context of the prediction of cocrystal formation (Mswahili, 2021).  

Pharmaceutical cocrystals are crystalline materials composed of at least two 

molecules, i.e., an active pharmaceutical ingredient (API) and a coformer, 

assembled by non-covalent forces. Cocrystallization is successfully applied to 

improve the physicochemical properties of APIs, such as solubility, dissolution 

profile, pharmacokinetics, and stability. However, choosing the ideal coformers is a 

challenging task in terms of time, effort and laboratory resources (Cerreia Vioglio, 

2017) (Dai, 2018).  

Several computational tools and ML models were proposed to mitigate the 

problem. However, the challenge of achieving a robust and generalizable predictive 

method is still open (Devogelaer, 2020) (Hao, 2022).  

In this study, we propose a new approach to quickly predict the formation of 

cocrystals, employing the PLS-DA, RF, SVM and NN algorithms. The models were 

based on a several training sets of cocrystallization containing both positive and 

negative experimental outcomes. At the same time, the features were specially 

selected from a variety of molecular descriptors to explain the phenomenon of 
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cocrystallization and, in parallel, molecular descriptors are being tested as 

predictors.  

The proposed ML models showed, on average, cross-validation accuracy above 

70%. Furthermore, this approach was successfully applied to drive the 

cocrystallization experimental tests of 2-phenylpropionic acid, showcasing the high 

potential of the ML models in practice. 
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